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ABSTRACT 

Academic quality measurement through assessing student learning outcomes targets the 

crux of teaching and learning activities undertaken by higher education institutions.  With the 

proliferation of information and instructional technology, authentic assessments of student 

academic performance by utilizing a computer-aided performance rating process offer promises 

of more precise and actionable information to educators for making informed quality 

improvement decisions on curricular changes and a viable alternative to standardized tests.  This 

pilot research study examined the validity and reliability of a computer-aided performance rating 

process.  Furthermore, this research offered information to the educational community on the 

feasibility of adapting a scalable performance measurement solution and its implications for 

improving academic quality. 
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CHAPTER 1 

 

INTRODUCTION 

Defining and measuring educational or academic quality remain challenges facing higher 

education institutions today.  Measuring academic quality is a multidimensional challenge that 

comes with a wide array of educational outcomes and expectations; therefore, it is not likely that 

any single measure would be sufficient to account for the diversity of factors and constituents 

involved in the educational process (Saunders, 2007; Vaughn, 2002).  Aside from lacking quality 

standards accepted and implemented by higher education institutions across the nation, what 

defines and measures the outcomes of quality education is currently still hotly debated and 

contested in the public arena (Dill and Soo, 2005; Blackmur, 2008; Rollins, 2011).  Similar 

phenomena can be seen around the world as in Europe with the remaining challenges of 

implementing a framework of common degree qualifications through the Bologna Accord or 

Bologna Process (CHEPS, 2010), in Australia and other parts of the world with maintaining 

quality outcomes and academic standards (Shah and Brown, 2009). 

With heightened public scrutiny concerning access to and funding of higher education 

and on the accountability of educational outcomes (Arum and Roksa, 2011;  Hacker and Dreifus, 

2010; Newton, 2000; Rothchild, 2011), colleges and universities affiliated with various higher 

education organizations, such as institutional and program accrediting bodies and professional 

societies, are pressured to make progress of student learning outcomes public (Prados, Peterson, 
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& Lattuca, 2005; Shavelson, 2007;  Sullivan & Thomas, 2007).  In addition to the traditional 

input measures--incoming students’ prior achievement, resources and spending, and output 

measures--retention, graduation, placement and loan default rates among others, the current 

accountability movement has imposed further requirements of higher education institutions to 

demonstrate knowledge, skills gain and even changes of attitudes of their students along the 

educational process (Higher Learning Commission, 2003; State Higher Education Executive 

Officers, 2005; U.S. Department of Education, 2006; Ewell, 2008; Thomson & Douglass, 2009; 

Williams, 2010; Council for Higher Education Accreditation, 2011).     Ongoing efforts are 

exerted to draw common ground among higher education institutions for articulating expected 

educational outcomes and mastery level required of college degree holders.   These efforts and 

quality standard development activities can be seen more prominently among academic 

programs in professional and technical fields, such as accounting, architecture, dentistry, 

engineering, law, medicine, pharmacy, psychology, teaching, and veterinary (Carpenter, et al., 

2008).  

For general or common educational outcomes, the Lumina Foundation (2011) has 

recently released a proposed version of a Degree Qualifications Profile to serve as a framework 

for defining the expected educational outcomes of associate, bachelor’s and master’s degree 

holders, regardless of their majors or fields of study.  Rather than relying on typical credit 

counting for describing degree expectations at the institutional level, the Degree Qualifications 

Profile proposes common learning outcomes for the above-mentioned three levels of degrees.  

The proposed outcomes are organized in five broad areas of competencies as illustrated in Figure 

1: specialized knowledge, broad or integrated knowledge, applied learning, intellectual skills, 

and civil learning (Lumina Foundation, 2011).  The intent is to offer reference points for students 
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and broader audience on acquiring field-specific knowledge and competencies at the respective 

degree levels. 

 

Figure 1. Five areas of competencies of the Degree Qualifications Profile.   

Reprinted from The Degree Qualifications Profile (p. 7).  Copyright 2011 by the Lumina 

Foundation for Education, Inc.  Reprinted with Permission. 

For program specific educational outcomes such as civil engineering, the American 

Society of Civil Engineers released its second edition of the Civil Engineering Body of 

Knowledge (BOK) for the 21st Century in 2008.  This publication offers current definitions of 

the educational outcomes, that is, knowledge, skills, and attitudes expected of college graduates 

entering the practice of civil engineering (American Society of Civil Engineers, 2008).  In the 
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publication, the 24 educational outcomes are divided into three categories: foundational, 

technical, and professional; and they are presented in the form of Bloom’s Taxonomy with 

varying levels of achievement being specified for each outcome.  Crosswalk tables of outcomes 

among the first edition of the BOK, the second edition of the BOK and the Engineering 

Accreditation Commission (EAC) of the ABET, Inc. are included in Table 1 to illustrate the 

general relationships among these outcomes (American Society of Civil Engineers, 2008).  

Furthermore, the outcome rubric for the BOK is provided in Appendix D to indicate the required 

levels of achievement or competence for each outcome and the roles of education and 

prelicensure experience (American Society of Civil Engineers, 2008). 

With more concrete steps taken and progress made toward consensus building in defining 

both common and program specific learning outcomes, the natural next step is to identify viable 

options that best measure achievement of the stated outcomes and yield relevant information for 

assessing and improving academic quality.  Aside from using grades to assess student learning 

and surveys to capture self-reported experiences and satisfaction in courses and programs, one of 

the popular measurement choices of general education outcomes is the utilization of standardized 

tests on reading, critical thinking and problem solving skills (Shavelson, 2007).  Likewise, 

professional and technical degree programs are utilizing standardized subject field tests or 

licensure examinations to assess students’ competencies on specific topics relevant to the 

disciplines. 
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Table 1 ASCE Civil Engineering Body of Knowledge for the 21st Century.   

Reprinted from Civil Engineering Body of Knowledge for the 21st Century, 2nd Edition (p.101).  

Copyright 2008 by the American Society of Civil Engineers.  Reprinted with Permission.  
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Although standardized tests could provide comparable information across higher 

education institutions on topics with established norms or commonly agreed educational 

standards being measured through these tests, the benchmarking information yielded often is not 

helpful in providing information with precision for improving and refining current curricular 

offerings and student learning experience.  As a result, a movement of using a more holistic, 

criterion-referenced, rubric-based performance review or rating approach has gained traction in 

recent years in response to the need for obtaining information for improving academic quality 

and refining the educational process (Davies & Le Mahieu, 2003; Association of American 

Colleges and Universities, 2005).  In fact, similar performance rating process has been in place 

for over decades in classroom assessment of student performance and it comes in various forms, 

such as capstone performances, oral examinations, product and performance evaluations, and 

portfolios (Palomba and Banta, 1999).    Palomba and Banta (1999) defined the performance 

rating process (as an approach opposed to standardized tests or surveys) is intended to evaluate 

students’ knowledge, skills, and development in an authentic manner.  The primary difference in 

the current adaptation of the performance rating approach is at the broader level, so that common 

quality standards can be applied across and beyond class sections while a systematic 

measurement process can be used to judge the quality of student performance in a more objective 

fashion (Walvoord, 2004).   What it all boils down to is that the performance rating process 

offers an authentic and actionable way for higher education institutions to satisfy accountability 

demands on quality assurance of educational programs, as well as to improve their core functions 

of promoting teaching and learning excellence.  With the proliferation of information and 

instructional technology, drawbacks of the typical or traditional performance rating process such 

as storage and information retrieval could be remediated to expedite the steps involved in the 



19 

measurement process and allow for wider adaptation of the process by higher education 

institutions. 

With general acceptance of the performance rating process in classroom settings (Brown, 

2004; McMartin, McKenna & Youssefi, 2000), this research aimed at examining the validity and 

reliability of a computer-aided or non-traditional performance rating process and exploring the 

feasibility of expanding such a process for measuring program and  institutional student learning 

outcomes and improving academic quality.  The demonstrated student performances for this 

research were gathered through selected courses using embedded assignments.  These courses 

offered students’ opportunities to develop and demonstrate competencies associated with the 

specific institutional student learning outcomes of Rose-Hulman Institute of Technology.  The 

RH3 Communication outcome and the RH4  Cultural and Global Awareness outcome that are 

mapped respectively to the Criteria 3g and 3h of the ABET’s General Criteria for Baccalaureate 

Level Programs, as shown in Table 2, were chosen for the research.   

Table 2 ABET Criterion 3g and 3h outcomes mapped to Rose-Hulman RH3 Communication and 

RH4 Cultural and Global Awareness Institutional Student Learning Outcomes 

ABET Criterion 3 Selected 

Program Outcomes 

Rose-Hulman Institute of Technology 

Selected Institutional Student Learning Outcomes 

RH3 Communication 
RH4 Cultural/Global 

Awareness 

g. Communications √  

h. Global Society  √ 

 

Aside from being recognized as part of the engineering program requirements by ABET, 

Inc., these two student outcomes are also reflected in many general education outcome 

statements published by higher education institutions across the nation.  This research offered an 

illustration of using a computer-aided performance rating process to document these outcomes 
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and satisfy part of the ABET accreditation requirements related to student outcomes.  The 

reliability of the computer-aided process was analyzed through the derived inter-rater and intra-

rater reliability indices.  The performance rating process diagrams are illustrated in Appendix E 

and the formulae for deriving these rater agreement indices are included in Appendix F. 

Statement of the Problem 

The problem for this study is to assess the validity and reliability of a computer-aided 

performance rating process, which may serve as a viable option and offer relevant information 

for measuring and improving educational or academic quality. 

As demands for evidence of student learning from higher education institutions continue 

to rise, so do the demands for a scalable solution that would meet both the accountability 

requirements and quality improvement needs.  As common expectations of student learning 

outcomes are emerging, the performance rating process is gaining more attention due to its 

design for authentic assessment of student competencies. However, it is unclear if the drawbacks 

of the traditional performance rating process can be minimized by utilizing available information 

and instructional technology, so that broader adaptation of such a process would become feasible 

to higher education institutions. 

Significance of the Study 

The research goals were to identify the strengths and weaknesses associated with the 

computer-aided performance rating process and to improve the overall quality of such a process.  

The findings offered information to the community that examines student outcomes about the 

feasibility to adapt a scalable performance rating process for obtaining actionable information in 

making curricular improvement changes.  A promising scalable and objective performance rating 

process would enable all constituents to engage in meaningful dialogues of academic quality and 
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provide the means to measure academic quality in a purposeful way beyond quality assurance.  

Without such a solution, higher education institutions would likely be left with limited options 

such as standardized tests to serve as the primary device that could address only part of the 

academic quality question. 

Research Objectives 

The problem for the study is addressed through three objectives: 

1. Assess the validity of the computer-aided performance rating process. 

2. Examine the reliability of the computer-aided performance rating process. 

3. Investigate opportunities to expand the computer-aided performance rating 

process into a scalable solution for enhancing the efficiency of the educational outcome 

measurement process. 

Assumptions and Limitations 

The following assumptions were made for this study: 

1. The validity and reliability of the generally accepted traditional performance 

rating process will be assumed to facilitate the assessment of validity and reliability of the 

computer-aided process through comparative analysis. 

2. The performance criteria of the selected student learning outcomes for the 

research are assumed to possess face validity; that is, the stated criteria for the outcomes are the 

appropriate specifications of what they are supposed to measure.  

3. The rubrics or evaluation standards for judging or rating demonstrated 

competencies through work samples are assumed to possess content validity; that is, the relevant 

content knowledge is well represented in the stated criteria for judging performance. 

The following limitations were inherent to this study: 
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1. This study is experimental in nature and is limited to a sample of raters involved 

in measuring academic performance of students on selected learning outcomes. 

2. The rating results used for rater agreement and other analyses in this pilot study 

are based on relatively small samples of student work collected and assessed at a single 

institution. 

3. There is an ongoing effort in higher education to define core competencies and 

common expectations of both general and program specific educational outcomes. However, the 

results of this effort are not yet widely available for adaptation among higher education 

institutions. 

4. This study is focusing on summative measures of academic quality; that is, direct 

assessments of student learning on college graduates’ knowledge, skills, and abilities. 

Definition of Terms 

The following are definitions of terms that are being referenced in this study: 

ABET 

Formerly known as the Accreditation Board for Engineering and Technology, Inc. and 

the formal name is now ABET, Inc. since 2005.   ABET is a nonprofit, non-governmental 

organization that accredits college and university programs in the disciplines of applied science, 

computing, engineering, and engineering technology (ABET, n.d.a). 

ASCE 

The American Society of Civil Engineers. ASCE represents more than 140,000 members 

of the civil engineering profession worldwide and is America’s oldest national engineering 

society (American Society of Civil Engineers, n.d.) 
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ASCE Civil Engineering Body of Knowledge (BOK)  

This publication offers current definitions of the educational outcomes, that is, 

knowledge, skills, and attitudes expected of college graduates entering the practice of civil 

engineering (American Society of Civil Engineers, 2008). 

Authentic assessment 

Performance assessments call upon the examinee to demonstrate specific skills and 

competencies, that is, to apply the skills and knowledge they have mastered (Stiggins, 1987). 

Bloom’s Taxonomy 

It is a classification of educational objectives into three domains: cognitive, affective, and 

psychomotor and varying knowledge and skill levels ranging from lowest order or foundational 

to highest order levels (Bloom, 1956). 

Bologna Process 

Formerly known as the Bologna Accords.  The Bologna Process initially was an initiative 

for establishing the European Higher Education Area (EHEA) to ensure more comparable, 

compatible and coherent systems of higher education in Europe.  Since then, the Bologna 

Process moves towards a new phase focusing on a reduction of the implementation discrepancies 

in the countries forming the EHEA (Leuven/Louvain-la-Neuve Communiqué, 2009). 

Chi-square test for homogeneity 

The Chi-square test statistic is equal to the squared difference between the observed and 

expected frequencies, divided by the expected frequency in each cell of the table, summed over 

all cells of the table.  The test statistic approximately follows a chi-square distribution with 1 

degree of freedom.  For evaluating differences in portions between two groups, the Z test of two 



24 

proportions is equivalent to the Chi-square test for the difference between two proportions 

(Berenson, Levine & Krehbiel, 2012). 

Content validity 

It is based on the extent to which a measurement reflects the specific intended domain of 

content (Carmines & Zeller, 1991). 

Degree Qualifications Profile 

It is a framework for defining and measuring the general knowledge and skills that 

individual students need to acquire in order to earn degrees at various levels, such as associate, 

bachelor’s and master’s degrees (Lumina Foundation, 2011). 

Effective 

An effective process produces output that conforms to customer requirements.  The lack 

of process effectiveness is measured by the degree to which the process output does not conform 

to customer requirements, that is, by the level of defect of the output (Lewis & Smith, 1994). 

Effectiveness 

The state of having produced a decided or desired effect; the state of achieving customer 

satisfaction (Lewis & Smith, 1994). 

Efficiency 

A measure of performance that compares output production with cost or resource 

utilization as in number of units per employee per hour or per dollar (Lewis & Smith, 1994). 

Efficient 

An efficient process produces the required output at the lowest possible (minimum) cost.  

That is, the process avoids waste or loss of resources in producing the required output.  Process 

efficiency is measured by the ratio of required output to the cost of producing that output.  This 
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cost is expressed in units of applied resource, such as dollars, hours, energy, etc. (Lewis & 

Smith, 1994). 

Engineering Accreditation Commission (EAC) 

The EAC leads and conducts its accreditation activities related to the engineering 

discipline. The EAC is responsible for reviewing educational programs and rendering decisions 

about engineering accreditation (ABET, n.d.). 

Face validity 

It is concerned with how a measure or procedure appears.  Does it seem like a reasonable 

way to gain the information the researchers are attempting to obtain? Does it seem well 

designed? Does it seem as though it will work reliably?  Unlike content validity, face validity 

does not depend on established theories for support (Fink, 1995). 

High trait prevalence 

High trait prevalence refers to a condition when the prevalence of a given response is 

very high.  

Inter-rater reliability 

For the purpose of this dissertation, inter-rater reliability refers to the consensus estimate 

between two raters (Stemler, 2001). 

Intra-rater reliability 

It is a metric for rater’s self-consistency in the scoring of subjects. (Gwet, 2008b). 

Juried review 

It refers to one form of direct assessment of performance by using a jury or a panel of 

experts. 
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Liberal Education and American’s Promise (LEAP) 

LEAP is a national initiative of the Association of American Colleges and Universities 

(AAC&U) to promote a set of essential learning outcomes fostered through liberal education 

(Association of American Colleges and Universities, 2005).  

Norming activity 

For the purpose of this dissertation, a norming activity refers to the establishment of a 

common threshold in applying the scoring rubrics between two or among three or more raters for 

judging performance. 

Outcome 

For the purpose of this dissertation, the focus is on student outcome.  Student outcomes 

describe what students are expected to know and able to do by the time of graduation.  These 

relate to the knowledge, skills, and behaviors that students acquire as they progress through the 

program (ABET, n.d.b). 

Performance criteria 

Specific, measurable statements identifying the performance(s) required to meet the 

outcome; confirmable through evidence (ABET, n.d.b). 

Performance Rating 

It is the output of an assessment process to indicate the level of achievement according to 

the given performance scale. 

Primary Trait Analysis (PTA) 

PTA is an assessment method for establishing explicit criteria for grading in a classroom 

setting and allowing for performance assessment at program and/or institutional level (Walvoord, 

2004). 
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Raters 

For the purpose of this dissertation, raters are being referred to content experts who 

assess demonstrated performances and assign performance ratings.  

Rater agreement analyses 

Studies involved in applying statistical methods to analyze agreement among 

performance ratings from two or more raters. They can be used to evaluate a new rating system 

or instrument, validate a new rating system or instrument, aid in decisions about combining 

performance ratings of two or more raters to obtain evaluations of suitable accuracy (Uebersax, 

2000). 

Rating results 

For the purpose of this dissertation, the rating results refer to the pass or fail ratings 

assigned by raters during the performance rating process. 

Reliability 

The degree to which a measure yields consistent results (Mueller, 2011). 

RosE-Portfolio System (REPS) 

A computer-aided performance rating system that is developed at Rose-Hulman Institute 

of Technology in 1996 as a method for assessing student learning outcomes. 

RosEvaluation Tool (RET) 

A new version of the computer-aided performance rating tool that interfaces with course 

or learning management system to facilitate online assessment of student learning outcomes. 

Rubric 

A description about the expected level(s) of performance for instructional or 

grading/scoring purposes. 
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Standardized tests 

Objective assessments such as short answer, completion, multiple-choice, true-false, and 

matching tests are structured tasks that limit responses to brief words or phrases, numbers or 

symbols, or selection of a single answer choice among a given number of alternatives (Linn & 

Miller, 2009). 

Summative measures 

The gathering of information at the conclusion of a course, program, or undergraduate 

career to improve learning or to meet accountability demands (Leskes, 2002). 

Tuning USA 

It is methodology based on the Bologna Process aiming to enhance the transparency 

regarding what a degree represents in the US by exploring and defining curricula learning 

outcomes of selected subject areas (The Institute for Evidence-Based Change, 2010). 

University and College Accountability Network (U-CAN) 

It is a consumer-information initiative developed by the National Association of 

Independent Colleges and Universities (NAICU) to give students and parents online access to 

information on nonprofit, private colleges and universities in a common format (University & 

College Accountability Network (U-CAN), n.d.). 

Valid Assessment of Learning in Undergraduate Education (VALUE) 

This project is a part of the AAC&U’s Liberal Education and America’s Promise (LEAP) 

initiative to develop institutional level rubrics for the selected essential learning outcomes 

(Association of American Colleges and Universities, n.d.b). 
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Validity 

The degree to which a certain inference from a measure is appropriate and meaningful 

(Mueller, 2011). 

Voluntary System of Accountability (VSA) 

It is a voluntary initiative developed by the public 4-year universities and sponsored by 

the Association of Public and Land-grant Universities (APLU) and the Association of State 

Colleges and Universities (AASCU) to supply clear, accessible, and comparable information on 

the undergraduate student experience to important constituencies through a common web report 

– the College Portrait (Voluntary System of Accountability Program, n.d.). 
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CHAPTER 2 

 

REVIEW OF LITERATURE 

The review of literature will focus on service quality, its relationship to the current state 

of academic quality measurement, and will provide general descriptions of the performance 

rating process.  The first section reviews the definitions and fundamental concepts under quality 

and service quality.  The following section examines how these definitions and concepts are 

applicable and related to the measurement of academic quality.  The third section describes 

relevant issues surrounding quality standards development and the performance rating process.  

A brief summary is provided as a conclusion for this chapter. 

Quality and Service Quality 

The word quality can be defined in many different ways.  Some people might think of 

quality as degree of excellence, while others might consider quality as free of defects in products 

or services, or the features or price associated with them.  Evans and Dean (2003) offered the 

following responses to the definition of quality by managers of 86 firms in the eastern United 

States: perfection, consistency, eliminating waste, speed of delivery, compliance with policies 

and procedures, providing a good and usable product, doing it right the first time, delighting or 

pleasing customers, and total customer service and satisfaction. 

Furthermore, Evans and Dean (2003) suggested that “fitness for use” or “meeting or 

exceeding customer expectations” seems to be one of the most popular definitions among the 
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survey responses.  Likewise, as cited by Evans and Dean (2003), the American National 

Standards Institute (ANSI) and the American Society for Quality (ASQ) define quality as “the 

totality of features and characteristics of a product or service that bears on its ability to satisfy 

given needs.”  The customer-focus definition of quality resonates well with the ones offered by 

the quality gurus, such as Juran and Deming. 

Quality System 

A quality system can be defined as a collection of policies, standards, processes, and 

resources that are documented, implemented and maintained to provide a framework for 

examining practices and achieving quality objectives.  Bucher (2004) offers a succinct account of 

the basic premise of a good quality system: Say what you do, do what you say, record what you 

did, check the results, and act on the difference, which is essentially an implementation of the 

Shewhart’s or Deming’s Plan-Do-Check-Act Cycle. 

Service Quality 

Lewis and Booms (1983) defined service quality as a measure of how well a delivered 

service matches the customer’s expectations.  From the quality planning perspective, Zeithaml, 

Parasuraman and Berry (1990) suggested that quality of a service could be examined through 

five dimensions: tangibles, reliability, responsiveness, assurance, and empathy.  From the quality 

control and improvement perspectives, popular quality tools such as quality function deployment 

(QFD) and statistical process control (SPC) can be applied to assess, monitor, and improve 

service quality (Maguad, 2009; Tsung, Li, & Jin, 2008). 

In addressing quality service issues, the key challenge is not knowing exactly what the 

customer’s needs and service performance standards are, since these expectations are to be 

defined by the customers who could have difference preferences.  Furthermore, most of the 
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measurement approaches are indirect measures, such as customer satisfaction surveys.  Unlike 

product quality that can be quantified with direct measures, customer needs and service 

performance standards can be difficult to measure. 

Service Quality and Academic Quality 

In ways similar to defining the terms of quality and service quality, the term “academic 

quality” could mean different things to different audiences.  Unlike product quality where 

tangible products manufactured are typically being assessed against standardized requirements 

and design specifications, higher education institutions are service organizations involved in 

educational processes and deliver intangible outputs of which quality is being measured by both 

the customer’s subjective expectations and their diverse needs and past experiences.  Since 

student learning is at the core of the missions and purposes of higher education institutions, 

special attention should be paid to direct measures of learning and its role in defining educational 

or academic quality.  The RAND Corporation (Chun, 2002) identified four primary measures in 

determining higher education quality in his research: actuarial data, ratings of institutional 

quality, student surveys, and direct measures of student learning. 

Actuarial Data 

The actuarial data include mostly input and output measures of the educational process, 

such as retention and graduation rates, composition of student body, credentials of faculty 

members, levels of external funding, and admission test scores, etc.  The underlying assumption 

in utilizing actuarial data for judging academic quality is based on the assumption that better 

inputs are more likely to yield better outputs in the end of the educational process. 
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Ratings of Institutional Quality 

Institutional quality ratings include surveys of faculty members and college 

administrators on their perceptions and opinions about academic quality and reputation.  

Rankings of higher education institutions, such as the Academic Ranking of World Universities 

published by the Center for World-Class Universities and the Institute of Higher Education of 

Shanghai Jiao Tong University-China, the Times Higher Education World University Rankings 

published by TSL Education Limited, and the America’s Best Colleges published by U.S. News 

and World Report, are typical examples of measures of perceived academic quality through 

actuarial data analysis and institutional quality ratings among peers in the field. 

Student Surveys 

Self-reported information obtained through surveys and/or interviews on students’ 

collegiate experiences, satisfaction and self-assessment of educational gains, such as the National 

Survey of Student Engagement (NSSE), is another popular approach, attempting to link 

educational quality with student learning.  With NSSE, the research suggests that student 

engagement represents two critical features of academic quality. The first is the amount of time 

and effort students devote to their studies and other educationally purposeful activities. The 

second is how the institution deploys its resources and organizes the curriculum and other 

learning opportunities to get students to participate in activities that research studies have linked 

to enhancing student learning. 

Direct Assessments of Student Learning 

Course grades analysis, comprehensive examinations, standardized tests, performance 

tasks, open-ended tests, evaluations of student projects and portfolios of student work are 

examples of direct measures of student learning.  Although the direct assessments of student 
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learning is a logical way to assess academic quality, Chun (2002) identified barriers such as cost 

and lack of consensus of what should be measured and how best to assess student learning. 

Academic Quality and Quality Standards Development 

With the current landscape of higher education facing significant challenges that mimic 

similar situations faced by American manufacturing companies of the late 1970s and early 

1980s, the strategic importance of quality is once again being recognized by higher education 

institutions as a powerful tool for retaining competitive strength and ensuring survival in light of 

massive educational budget cuts under the volatile economic climate.  At the same time, 

additional pressures on higher education institutions come from increased regional, national and 

global competitions and heightened expectations from constituent groups for increased 

productivity (Hunt Jr. and Tierney, 2006).  For assuring quality in higher education, accreditation 

agencies of educational institutions and programs are demanding quality systems be maintained 

by higher education institutions, so that performances can be assessed according to the standards, 

policies, resources and procedures specified in the respective quality systems (Weldy and 

Turnipseed, 2010).   

Here in America, quality standards based on the prominent Malcolm Baldrige National 

Quality Award (MBNQA) Criteria or ISO 9000 Standards, such as the Academic Quality 

Improvement Program (AQIP) Categories of the Higher Learning Commission as shown in 

Table 3, provide frameworks for both implementing and assessing quality within higher 

education institutions (College of DuPage, n.d.).   
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Table 3 Comparing the AQIP and Baldrige Criteria by College of DuPage 

AQIP Criteria Baldrige Criteria 

Helping Students Learn 

Accomplishing Other Distinctive 

Objectives 

Supporting Institutional Operations 

Building Collaborative Relationships 

Educational and Support Process 

Management 

 Education Support Processes 

 Partnering Processes 

Understanding Students and Other 

Stakeholders Needs 

Student and Stakeholder Focus 

 Student and stakeholder 

satisfaction and relationships 

Valuing People Faculty and Staff Focus 

 Faculty and staff education, 

training, and development 

 Faculty and staff well-being and 

satisfaction 

Leading and Communicating Leadership 

 Public responsibility and 

citizenship 

Measuring Effectiveness Information and Analysis 

 Analysis of organizational 

performance 

Planning Continuous Improvement Strategic Planning 

 Strategic deployment 

 

However, consensus is still lacking in defining common standards and agreeing on 

approaches for assessing the outcomes of quality education.  Criticisms of current accreditation 

systems are appearing in news articles and media headlines: pushing for a minimum level of 

quality, focusing narrowly on process as with the ISO 9000:1994, and ignoring significant 

outcomes or results of quality education in terms of student learning (Wergin, 2005; Gillen, 

Bennett, & Vedder, 2010).   Simply put, current quality measures and performance indicators of 
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academic quality either do not address the perennial question of what students learn at higher 

education institutions or do not satisfy diverse constituents’ expectations: employers on 

employee readiness, legislatures regarding accountability of public funds, professional societies 

and higher education institutions interested in sustainability and future development, and the 

general public concerning investment and choice for educational services (Kuo, 2006).   

In responding to these criticisms, ongoing efforts are made by higher education 

organizations, accreditation agencies and professional societies to find common ground in 

articulating expected program educational outcomes and mastery level of knowledge and skills 

required of college graduates.  Two evolving and collaborative efforts in developing 

qualifications frameworks for defining commonly expected college and discipline level learning 

outcomes are led by the Lumina Foundation (2011) called the Degree Qualifications Profile and 

Tuning USA.  Aside from the Degree Qualifications Profile initiative described in the previous 

chapter, the Tuning USA (Figure 2) is based on similar methodology of the Bologna Process, 

aiming to enhance the transparency regarding what a degree represents by exploring and defining 

curricula learning outcomes of selected subject areas (Adelman 2009; The Institute for Evidence-

Based Change 2010). 

 

Figure 2. Tuning USA Five Steps Process 

Five steps involved in the “Tuning” process in establishing degree specifications in the Tuning 

Educational Structures guide by IEBC 2010. Adapted from “Tuning Educational Structures” by 

the Institute for Evidence-Based Change (IEBC), 2010, p.3.  
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Moreover, many public and private higher education institutions are participating in the 

respective voluntary accountability systems, such as the Voluntary System of Accountability 

(VSA) and the University and College Accountability Network (U-CAN), to disclose online 

comparable and qualitative campus information and performance measures to the prospective 

students and their parents, and the public.  For measuring student learning and reporting gains in 

broad cognitive skills at institutional level, VSA participants are required to provide student 

experience survey results from one of the four chosen national surveys: the College Student 

Experiences Questionnaire, the College Senior Survey, the National Survey of Student 

Engagement, or the University of California Undergraduate Student Experience Survey.  Aside 

from survey results, VSA participants are required to publish the passing rates of licensure 

examinations and other national program-specific direct assessment results via the online 

College Portraits.  Furthermore, the VSA participants are strongly encouraged to provide either 

their institutional student learning outcomes assessment results or test scores from one of the 

following three selected national standardized tests: the Collegiate Assessment of Academic 

Proficiency, the Collegiate Learning Assessment, or the Measure of Academic Proficiency and 

Progress.  On the other hand, U-CAN participants face fewer prescriptive requirements, and they 

may voluntarily disclose student learning outcomes measures on their online profiles. 

For contributing to the national dialogue on assessment of student learning, the 

Association of American Colleges and Universities (AAC&U) has launched an initiative called 

the Liberal Education and America’s Promise (LEAP).  The LEAP initiative is intended to 

promote a set of national college learning outcomes, as shown in Figure 3, and accompanying 

rubrics established through a project called the Valid Assessment of Learning in Undergraduate 

Education (VALUE).   
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Figure 3. A proposed set of “Essential Learning Outcomes” 

Reprinted from Essential Learning Outcomes, n.d., Retrieved June 9, 2010, from 

http://www.aacu.org/leap/documents/EssentialOutcomes_Chart.pdf.   
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The set of proposed essential learning outcomes is targeting the typical general education 

outcomes currently being examined via standardized tests, such as inquiry and analysis, critical 

thinking, written communication, and quantitative literacy.  In addition, student learning 

outcomes, such as teamwork and problem solving, information literacy, civic knowledge and 

engagement, intercultural knowledge and competence, ethical reasoning and action, foundations 

and skills for lifelong learning, and synthesis and advanced accomplishment across general and 

specialized studies are included in the proposed comprehensive set of essential outcomes.  The 

AAC&U has emphasized that the VALUE project builds on a philosophy of learning assessment 

that privileges authentic assessment of student work and shared understanding of student 

learning outcomes on campuses over reliance on standardized tests administered to samples of 

students outside of their required courses. 

A set of rubrics for the identified fifteen essential student learning outcomes is currently 

being field tested and refined, while the implementations of authentic performance measures 

using the VALUE rubrics such as electronic portfolios are being examined (Association of 

American Colleges and Universities, 2005).  Furthermore, the AAC&U has issued statements on 

ongoing collaboration with the Lumina Foundation to set expected standards for the meaning of 

the degree through the LEAP and the Degree Qualifications Profile initiatives (Association of 

American Colleges and Universities, 2011).  These efforts to develop quality standards are 

representative of ongoing attempts at the national level by higher education organizations to 

respond to the needs of diverse constituents for information on academic quality. 

In Europe, similar efforts to develop quality standards in higher education area began 

with the signing of the voluntary Bologna Declaration in 1999 with 30 initial participating 
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countries to 47 countries now forming the European Higher Education Area (CHEPS, 2010).  

The Bologna Accords, now being referred to as the Bologna Process, aims to: 

 Strengthen the competitiveness and attractiveness of the European higher education, 

 Foster student mobility and employability through the introduction of common 

qualifications frameworks, with an emphasis on learning outcomes, and 

 Promote European cooperation in quality assurance. 

With noticeable progress made in establishing a common degree level system for 

undergraduates (bachelor’s degree) and graduates (master’s and doctoral degrees) among 

participating countries, significant effort is still required of a large number of participating 

countries to implement the common qualifications framework at both institutional and national 

levels beyond the anticipated 2010 completion target.  Furthermore, similar to the American 

higher education system, there are remaining challenges for European higher education 

institutions and the European Higher Education Area to articulate program-learning outcomes 

and identify performance measures of the intended learning outcomes (CHEPS, 2010).  

Academic Quality and Performance Rating Process 

When considering measurement options, standardized tests remain one of the most 

common approaches that higher education institutions are using to assess students’ reading, 

critical thinking and problem solving skills and to compare samples of their students’ 

performances against selected peer institutions or national norms (Shavelson, 2007).   With the 

known shortfalls of standardized tests such as artificial time limit for problem-solving, financial 

cost, representation, test taking strategies of participants, and at times, the relevance of topics to 

what is being taught in the classroom; the emerging choice of measuring educational quality 

through direct assessments of student learning has begun to gain attention in the educational 
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community (Buu, 2003; Shulman, 2007).  This alternative criterion-referenced, rubric-based 

academic performance rating approach as described in the previous chapter is not new.  Outside 

of academia, the performance rating process is commonly applied for evaluating aircrew and 

pilot performance, judging job applicants’ performance, as well as for assessing gymnasts’ 

performance (Alsmadi, 2005; Deaton, et al, 2007).  In academia, Bresciani (2006) traced the 

“inquiry-based notion of ‘how well do we know what we are doing is working’” to the juried 

reviews dated back to 1063 CE at the University of Bologna, and its presence at the Universidad 

de Salamanca, Spain, in 1230.  

As an alternative to standardized tests, performance rating process is based on one of the 

popular classroom assessment choices for judging academic performance of students in 

individual courses.   This variant of the classroom assessment approach is to make program and 

even institutional student learning outcomes and attributes explicit to students and other 

evaluators, so common quality standards and measurement process may be applied to judge the 

quality of student learning in a more systematic and objective manner.  Buu (2003) addressed the 

emerging trend in performance rating process regarding its potential for measuring higher-order 

thinking better than multiple-choice questions and the importance of rater effect measurement, as 

well as offered an overview of statistical measures, such as Cohen’s Kappa, for evaluating 

performance rating process.   On the other hand, Palomba and Banta (1999) identified some 

possible limitations to the performance rating process, such as time and labor costs, availability 

of empirical research on validity and generalizability of results, etc.  Some of these challenges 

could be overcome with utilization of information and instructional technology and with clearly 

defined outcomes and scoring rubrics (Lombardi 2008).  A study conducted by Mazor et al.  

(2007) further indicate the importance of having clear and shared expectation of performance 
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and rubrics (what and how to judge) when applying the performance rating process.  

Furthermore, Roch et al. (2009) recommended attention should be given to the role of rater 

training, such as Frame of Reference, and the number of performance dimensions to be rated as 

conditions for increasing rater agreement. 

Walvoord (2004) offers a glimpse into the inner workings of a criterion-referenced, 

rubric-based performance rating process called Primary Trait Analysis (PTA) that resembles a 

more structured fashion of the typical grading process for judging student performance in a 

classroom setting and beyond.  The essential steps in PTA involve instructors identifying key 

performance criteria or traits to be learned and demonstrated by students according to course or 

learning objectives, specific performances or assignments for demonstrating desired 

competencies, levels of achievement for each primary trait for judging the quality of student 

performances, and providing anchors or descriptions of the performance expectations at each 

level of achievement.   A rubric in this performance measurement approach refers to the 

information piece that lists the primary traits and the grading standards associated with each level 

of achievement.  The rubric helps articulate both the learning outcomes and expected 

performances that sharpen students’ focus and provide feedback for guiding their steps in 

achieving the learning objectives.  In addition, the rubric offers a more consistent and objective 

way for instructors to judge student performances and adds transparency to the performance 

measurement process that incorporates appropriate embedded course assessment results for 

meeting broader assessment needs across class sections and even for informing program and 

institutional assessment efforts. Schamber and Mahoney (2006) offered examples to illustrate 

how rubrics can be utilized for the authentic assessment of group critical thinking in a first-year, 
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core general education course, as well as to demonstrate the use of assessment data for revising a 

curriculum, improving instruction, and enhancing student learning. 

Rogers and Chow (2000) shared their experience in applying instructional and 

information technology to leverage the advantages of performance rating process with an 

electronic portfolio system called the RosE-Portfolio System (REPS).  REPS is designed for 

judging the quality of student outcomes that aims at satisfying the requirements of both the 

institutional and program accreditation agencies.  At the same time, information collected 

through the system is utilized for assessing program effectiveness and informing curricular 

changes.    Among a variety of student learning assessment methods such as course grades, 

questionnaires and surveys, standardized tests, and other qualitative methods, Rose-Hulman’s 

faculty members selected portfolios for the following reasons: richness of quality information 

about students in a broad range of outcome areas that could be obtained, enhanced validity with 

direct assessment approach in measuring student performance that reflects educational offerings, 

sensitivity to time commitment of both students and faculty members, and the engaging nature of 

active learning involvement by students throughout the performance measurement process.  

Rogers and Williams (2001) highlighted one of the distinct advantages, with a systems approach 

to measure performance: the adaptability of such process for use in individual classes as well as 

for use at programs or institutional levels by utilizing a common language of assessment and 

rubrics.  When designing the process with special attention to identifying critical components 

and requirements such as the focus and scope of assessment, measurable learning objectives, 

roles of students/faculty/other constituents, and specific measurement steps and feedback, Rogers 

and Williams reported that the requirements analysis step has promoted the efficiency and 

validity of the measurement process.    Furthermore, they emphasized the goal for incorporating 
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information and instructional technology is to enhance the performance rating process by making 

it more efficient and user-friendly.  Efficiency is achieved by minimizing efforts associated with 

the measurement process such as access, store, view, and rate student performances and overall 

information management on learning outcomes.  Moreover, students, faculty members and other 

constituents can gain asynchronous access to REPS online and at their convenience throughout 

the process. 

Traditional Performance Rating Process 

The traditional performance rating process involves a team of two or more raters.   After 

completing a “norming” exercise, the raters evaluate all identical work samples for a particular 

outcome independently and throughout the entire rating process (Goldie et al., 2004).  The 

norming exercise involves a group review of the pre-defined rubrics and individually assigned 

ratings on the selected anchor documents, that is, representative student work samples, early on 

in the rating process to establish the threshold for assigning ratings for the remainder of the 

process. The purpose for the norming exercise is to help raters gain better understanding of the 

scoring rubrics and reach consensus on how to apply the rubrics consistently throughout the 

process.   Tamanini (2008) conveyed the importance of the norming exercise or Frame-of-

Reference (FOR) training in particular and rater training in general through his background 

research that these activities have been shown to increase rating accuracy. Ottolini and her 

colleagues (2007) offered similar conclusion regarding the importance of rater training for 

reducing the variability of assigned ratings associated with the performance rating process.  

Typically, the average ratings or weighted scores among raters will be used for reporting the 

performance assessment results.  The reliability of ratings is determined at the end of the rating 

process.  When raters do not agree on the majority of ratings assigned to demonstrated 
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performances, additional raters would be assigned to review the same set of work samples or the 

entire rating process would start all over again. 

Computer-aided Performance Rating Process 

The computer-aided or non-traditional performance rating process operates in ways that 

are similar to the traditional process.  Williams (2009) provided an overview of a comprehensive 

computer-aided process through the RosE-Portfolio System (REPS) being deployed at Rose-

Hulman primarily for assessing institutional and program learning outcomes.  The computer-

aided rating tool is also referred to as the RosEvaluation Tool (RET). 

Beginning with a set of institutional learning outcomes based on input from faculty, 

alumni, industry, graduate schools, and other constituents, faculty members indicate specific 

outcomes being addressed in their courses on a grid called a curriculum map that is updated 

during each academic term.  Once the opportunities for developing and demonstrating relevant 

knowledge and skills are being identified and verified using the curriculum map, faculty 

members select corresponding embedded course assignments and activities in their courses that 

will provide the best evidence of student achievement in the outcome and direct students to 

submit the completed assignments to the appropriate drop boxes associated or mapped to the 

specific outcomes on the system.  At the end of each academic year, teams of faculty evaluators 

or raters undergo training, using pre-defined rubrics for judging student performances for the 

respective outcomes.    Upon completion of the performance rating process, the Office of 

Institutional Research, Assessment and Planning analyzes and compiles reports on rating results 

for supporting both institutional and program accreditation efforts by offering evidence of 

knowledge, skills gained and attitude changed by students through the educational process.  As 



46 

for the specific steps involved in the computer-aided performance rating process, Williams 

(2009) identified four major steps that have been applied since 1998. 

Step One 

Raters, typically in a pair, review the rubric and comments, made by raters who evaluated 

the same outcome in previous years, associated with a specific learning outcome for evaluation.  

They will discuss the rubric while reviewing anchor documents, selected samples from previous 

rating sessions, to gain familiarity with the materials and process that help to calibrate or 

promote uniformity in their views when judging student performances in a more consistent way 

with each other and with rating teams from the past judging the same outcome. 

Step Two 

Raters will participate in a norming exercise, similar to the traditional setting, by 

independently rating a set of three identical student work samples for a specific outcome and 

against the pre-defined rubric.  The levels of achievement for supporting institutional and 

program accreditation efforts are “Yes/Pass/Exemplary,” “Yes/Pass,” and “No/Fail” to the rating 

question: “Does this document meet the standard expected of a student who will graduate from 

Rose-Hulman.”    Upon completing the evaluation of the initial three identical student work 

samples, raters will review the results provided by the system at real-time together to identify 

any discrepancies in applying the rubric or other relevant issues prior to conducting the full-scale 

evaluation of additional submissions for the outcome. 

Step Three 

When the raters reach agreement in judging student performance, each rater will proceed 

to rate a set of unique or different submissions (typically ten) independently based on common 

evaluation criteria specified in the rubric.   At the end of each set of unique submissions, a shared 
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or common submission will be assigned by the system to the raters for determining consistency 

in applying the rubric for judging student performance, which is typically being referred to in the 

educational measurement and evaluation field as inter-rater reliability.   If the consistency test is 

positive, raters will resume judging another set of unique submissions with periodical 

consistency checks throughout the whole rating process.  However, if raters fail to agree on the 

rating assigned for the common submission, the system will halt the rating process and prompt 

the raters to review the results and any available comments associated with the decisions 

together.  Once an agreement is reached through matching ratings on the common submission, 

the system will unlock the rating sessions to allow raters to proceed with the rest of the rating 

process. 

Step Four 

Raters can provide comments as feedback on evaluated submissions and for both the 

performance rating administration team and raters in the coming years, so any proposed 

improvement suggestions can be reviewed, approved, and incorporated into the system. 

Evaluation Choices of Performance Rating Process 

Given the involvement of multiple raters in the performance rating process, the validity 

and reliability of such a process are typically evaluated through the analysis of rating agreement 

(Tamanini, 2008; Uebersax, 2000).    Uebersax (2000) commented that in the absence of a “gold 

standard,” the rating agreement analysis would permit certain inferences about the validity or 

accuracy of the given ratings as well as the rating process itself.  Furthermore, the rating 

agreement analysis would offer insights into the reliability of ratings made by individual raters.   

Depending on the chosen rating scales, common measures include Cohen’s Kappa, 

intraclass correlation, proportion of overall agreement, raw agreement indices, G-Index (GI), 
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Gwet’s AC1 coefficient, and Scott/Fleiss Kappa for determining the inter-rater reliability 

statistics, that is, the agreement in performance ratings by different raters (Uebersax, 2000).  

When considering the consistency of ratings of each rater in applying the rubric for judging 

performances, common measures include Cohen’s Kappa, G-Index (GI), Gwet’s AC1 coefficient, 

and intraclass correlation for determining intra-rater reliability statistics, that is, the self-

consistency in performance ratings over time by each rater (Gwet, 2008b).  The generic form of 

the rater agreement indices derives from the ratio of the overall agreement propensity between or 

among raters to the propensity for reaching agreement by chance.  The treatment of the latter 

term varies among different indices in estimating the chance-agreement probability. 

Due to differences in sensitivity of the statistical measures, Gwet (2008) recommended 

that multiple indices should be used to help estimate both the inter-rater and intra-rater 

reliability.  Both inter-rater and intra-rater reliability statistics are important measures in 

determining how well the performance rating process works.  They offer insights into the 

usefulness and validity of the process, while the number of work samples evaluated and time 

involved are typical factors being used for determining efficiency of the process.   Hasnain and 

his colleagues (2004) through their experimentation with computerized decision support systems 

for evaluating inter-rater agreement also recommended that multiple indices to be used to 

address the known limitations with kappa coefficient when high trait prevalence in the 

performance ratings is observed.   

  In his study of evaluating different approaches in estimating inter-rater reliability for 

rating process, Stemler (2004) pointed out that the efficiency of a rating process can be achieved 

when raters agree on the interpretation of the rating scale and rate the performances accordingly.  

Once high inter-rater reliability can be ascertained, the number of work samples can be divided 
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among raters without having each rater to judge all of the identical work samples for a particular 

outcome. 

Summary 

Facing uncertain times, higher education institutions cannot afford to maintain the status 

quo, relying solely on input and output measures of the educational process to respond to the 

accountability demands from diverse constituents on educational outcomes.  On the contrary, 

proactive steps should be taken by higher education institutions to examine current quality 

standards development efforts such as LEAP Initiative, VALUE Project, Degree Qualifications 

Profile and Tuning USA Initiative for establishing frameworks to define both general education 

and program specific learning outcomes, and the corresponding rubrics for assessing outcomes.  

As the frameworks evolve, direct assessments of student learning outcomes via performance 

rating process is likely to offer a better option for responding to questions on educational 

outcomes than solely relying on standardized tests, particularly through the technology-enhanced 

approach to minimize known obstacles associated with the typical performance rating process.  

Consequently, the performance rating process is more likely to be implemented more broadly 

within higher education institutions and across institutional boundaries to identify competencies 

for determining academic quality in a direct and meaningful fashion. 
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CHAPTER 3 

 

METHODOLOGY 

As discussed in the previous chapters, direct assessments of student learning offer 

relevant information for measuring and improving academic quality.  Yet, the remaining 

challenges for adapting the performance rating process are lacking empirical evidence about the 

inner workings and approaches to alleviate the resource-intensive nature of the process (Palomba 

and Banta, 1999).  This research investigated and documented the technology-enhanced, 

computer-aided performance rating process and assessed the feasibility for broader adaptation of 

such a process in an efficient manner. 

Restatement of the Problem 

The problem for this study is to assess the validity and reliability of a computer-aided 

performance rating process, which may serve as a viable option and offer relevant information 

for measuring and improving educational or academic quality.   

As demands for evidence of student learning from higher education institutions continue 

to rise, so do the demands for a scalable solution that would meet both the accountability 

requirements and quality improvement needs.  Considering that common expectations of student 

learning outcomes are evolving, the performance measurement process is gaining more attention 

due to its design for authentic assessment of student competencies. However, it is unclear if 

drawbacks of the traditional performance measurement process can be minimized by utilizing 
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available information and instructional technology, so that broader adaptation of such a process 

would become feasible to higher education institutions. 

Restatement of Objectives 

The problem for the study is addressed through three objectives: 

1. Assess the validity of the computer-aided performance rating process. 

2. Examine the reliability of the computer-aided performance rating process. 

3. Investigate opportunities to expand the computer-aided performance rating 

process into a scalable solution for enhancing the efficiency of the educational outcome 

measurement process. 

Research Design 

In order to capture process data for the analyses, four raters were recruited to participate 

in the study.  These four raters were assigned into six rating teams of two raters each to perform 

typical rating tasks in both the traditional and the non-traditional or computer-aided rating 

settings for the experiments.  The traditional and the non-traditional rating tasks were both 

facilitated using a computer system to offer access to electronic copies of student submissions 

and to record ratings and comments provided by the raters.  The distinct differences with the 

non-traditional or computer-aided performance rating process, as mentioned in the previous 

chapter, are as follows: rater agreements are being evaluated in real-time during the rating event 

and raters are not reviewing the identical set of submissions being assigned to the entire team 

throughout the event.   The computer-aided performance rating process requires each rater on a 

team to evaluate independently some of the identical student submissions assigned to the entire 

team for monitoring rater agreement, while there are other student submissions that will only be 

evaluated by a single rater throughout this process. 
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The four raters are faculty members at Rose-Hulman Institute of Technology. Aside from 

having the representation of faculty members across various disciplines as a criterion for forming 

the teams, the curriculum map was reviewed to ensure the assigned submissions would not be 

coming from the raters’ own courses.   The rating team assignments were chosen based on each 

rater’s past involvement in the rating process for the specific outcomes.  The team selections 

were important for this study to allow for gathering relevant process data to estimate both the 

consensus between raters in each team and the self-consistency of each rater when assessing 

performances according to the given rubrics.   The raters participated in the annual performance 

rating event that lasted for two days and they were compensated at a rate of $250 per day. 

The outcomes selected came from the Institute Student Learning Outcomes of Rose-

Hulman Institute of Technology that are mapped to the Criterion 3 of the General Criteria for 

Baccalaureate Level Programs specified by the Engineering Accreditation Commission (EAC) of 

ABET, Inc. (ABET, 2010). 

At Rose-Hulman Institute of Technology, there are currently six Institutional Student 

Learning Outcomes with a total of 25 performance criteria: 

 RH1. Leadership: Criteria A1, A2, B1, B2, and C1 

 RH2. Teamwork: Criteria A1, B1, B2, and C1 

 RH3. Communication: Criteria B1, B2, B3, and C1 

 RH4. Cultural and Global Awareness: Criteria A1, B1, B2, B3 and C1 

 RH5. Ethics: Criteria A1, B1 and C1 

 RH6. Service: Criteria A1, B1, B2 and C1 

Performance criteria are the measurable statements that define each learning outcome.  

Performance expectations are ordered with reference to Bloom’s Taxonomy and reflected in the 
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criteria labels (A=lower-order and C=higher-order).  Among these 25 performance criteria, the 

RH3 Communication Criterion B2 and the RH4 Cultural and Global Awareness Criterion B2 

were selected for this study.  The RH3 Communication Criterion B2 institutional outcome is 

mapped to the ABET EAC Criterion 3g.   A team of two raters was assigned to conduct 

performance ratings of submissions for this outcome.  Likewise, the RH4 Cultural and Global 

Awareness Criterion B2 institutional outcome is also mapped to the ABET EAC Criterion 3h.   

Six teams of two raters each were assigned to assess student performances under this outcome.   

Work samples for these two selected outcomes were collected during academic year 

2008-2009 in courses identified through the curriculum map process described in the previous 

chapter.  There were a total of 3,095 unique student submissions collected during academic year 

2008-2009.  These submissions are associated with one or more of the Rose-Hulman Institutional 

Learning Outcomes.  Among the 3,095 submissions, there were 119 unique submissions 

associated with the RH3 Communication Criterion B2 institutional outcome and there were 290 

unique submissions associated with the RH4 Cultural and Global Awareness Criterion B2 

institutional outcome.   The dichotomous rating scale of “pass/fail” was used in the experiments 

and the corresponding question being used by the raters was, “does the document meet the 

standard expected of a student who will graduate from Rose-Hulman?”  Aside from deriving the 

pass and fail percentages of the total submissions evaluated for each outcome, the respective 

measures for analyzing rating agreement were chosen according to the number of raters involved 

and the type of rating scale used for the experiments.  

Estimate Process Validity 

Each rater was assigned samples of student work for evaluation.  The selected work 

samples were sorted into two groups to facilitate analyses pertaining to the research objectives.  
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Excluding work samples being used for the “norming” activity, the first grouping targeted work 

samples which the rater on a team had not rated during the annual rating event in summer of 

2009; however, these work samples had been evaluated by the other rater on the same team 

through the computer-aided rating process during the same event.  The goal for collecting 

additional rating results is to mimic the traditional performance rating process where both raters 

on each team would rate all work samples for a particular outcome.  Additional identical work 

samples were also assigned to each team for sufficient data to be captured for the analyses.  For 

RH3 Communication Criterion B2 as shown in Table 4, each rater on Rating Team 1 rated 39 

identical work samples to emulate the traditional process with a total of 78 submissions being 

evaluated by the two raters.   

Table 4 RH3 Communication Criterion B2 Institutional Outcome 

First Grouping Work Samples 

Assigned to Rater 1 (Rated by Rater 2 in Summer 2009) 14 

Assigned to Rater 2 (Rated by Rater 1 in Summer 2009) 14 

Assigned to Both Rater 1 and Rater 2 (Rating Team 1) 11 

  

Total Identical Work Samples Evaluated by Each Rater 39 

 

For RH4 Cultural and Global Awareness Criterion B2 as shown in Table 5, each rater 

rated 37 identical work samples to emulate the traditional process with a total of 148 submissions 

being evaluated by the four raters. 

Table 5 RH4 Cultural & Global Awareness Criterion B2 Institutional Outcome 

First Grouping Work Samples 

Assigned to Rater 1 (Rated by Rater 2 in Summer 2009) 4 

Assigned to Rater 1 (Rated by Rater 3 in Summer 2009) 4 

Assigned to Rater 1 (Rated by Rater 4 in Summer 2009) 4 
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Table 5 (continued) 

First Grouping Work Samples 

Assigned to Rater 2 (Rated by Rater 1 in Summer 2009) 4 

Assigned to Rater 2 (Rated by Rater 3 in Summer 2009) 4 

Assigned to Rater 2 (Rated by Rater 4 in Summer 2009) 4 

  

Assigned to Rater 3 (Rated by Rater 1 in Summer 2009) 4 

Assigned to Rater 3 (Rated by Rater 2 in Summer 2009) 4 

Assigned to Rater 3 (Rated by Rater 4 in Summer 2009) 4 

  

Assigned to Rater 4 (Rated by Rater 1 in Summer 2009) 4 

Assigned to Rater 4 (Rated by Rater 2 in Summer 2009) 4 

Assigned to Rater 4 (Rated by Rater 3 in Summer 2009) 4 

  

Assigned to All Raters 13 

  

Total Identical Work Samples Evaluated by Each Rater 37 

 

The actual pass percentages yielded from the computer-aided (CA) process for the two 

outcomes in summer 2009 were compared to the pass percentages yield through this “simulated” 

traditional (TR) process to assess the validity or accuracy of the computer-aided process.  

Specifically, the pass percentage of the 77 submissions for the RH3 Communication Criterion B2 

derived from the computer-aided process was compared to the pass percentage of the 78 

submissions evaluated by Raters 1 and 2 as listed in Table 4.  Likewise, the pass percentage of 

the 150 submissions for the RH4 Cultural and Global Awareness Criterion B2 derived from the 

computer-aided process was compared to the pass percentage of the 148 submissions evaluated 

by Raters 1, 2, 3 and 4 as listed in Table 5.  The comparisons of pass percentages for the 

computer-aided (CA) and the traditional (TR) processes were conducted through the Chi-square 

test for homogeneity, which is equivalent to the two-proportion Z-test.   
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Research Objective 1: Hypothesis for Each Institutional Outcome 

Ho: pCA = pTR  There is no statistically significant difference in pass percentage yielded 

through the computer-aided (CA) performance rating process to the pass percentage yielded 

through the traditional (TR) performance rating process. 

Ha: pCA ≠ pTR  There is a difference in pass percentages yielded from the two 

processes. 

Estimate Process Reliability 

By incorporating the additional rating results captured through this study to the ones 

captured earlier through the computer-aided process in summer 2009, the reliability or 

consistency of ratings by different raters, that is, inter-rater reliability, was estimated for each 

outcome and each team.  Specifically, proportion of overall agreement, positive agreement and 

negative agreement, Scott’s Pi, Cohen’s Kappa, G-Index, and Gwet’s AC1 coefficient were 

calculated for each team. 

The second grouping targeted work samples that had been rated by each rater during 

summer 2009 for the selected outcomes as shown in Tables 6 and 7.   The aim for collecting 

additional rating results based on second grouping of work samples is to estimate the self-

consistency in assigning ratings or intra-rater reliability for each rater through repeated 

measurements.   The same agreement indices mentioned above for estimating the inter-rater 

reliability were compiled for each outcome and rater. 

Table 6 RH 3 Communication Criterion B2 Institutional Outcome 

Second Grouping Work Samples 

Assigned to Rater 1 (Rated by Rater 1 in Summer 2009) 11 

Assigned to Rater 2 (Rated by Rater 2 in Summer 2009) 11 
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Table 7 RH 4 Cultural and Global Awareness Criterion B2 Institutional Outcome 

Second Grouping Work Samples 

Assigned to Rater 1 (Rated by Rater 1 in Summer 2009) 13 

Assigned to Rater 2 (Rated by Rater 2 in Summer 2009) 13 

Assigned to Rater 3 (Rated by Rater 3 in Summer 2009) 13 

Assigned to Rater 4 (Rated by Rater 4 in Summer 2009) 13 

 

Research Objective 2: For each institutional outcome being studied, the suggested 

interpretations of Cohen’s Kappa and other kappa-like statistics, such as Scott’s Pi, Gwet’s AC1 

coefficient, and G-Index  by Altman (1991), Bakeman & Gottman (1997), and Uebersax (2000) 

were referenced to assess the inter-rater reliability for each team and the intra-rater reliability for 

each rater respectively. 

Estimate Process Efficiency 

Finally, rating process efficiency was calculated for each rating setting to estimate 

potential benefits when using the computer-aided performance rating process.   

Research Objective 3: The average minutes per submissions evaluated and the rater 

service fees associated with conducting performance rating of each outcome were estimated.  

Potential time and monetary savings when comparing the operational costs of the two 

performance rating processes were examined.    

Data Collection 

The RosEvaluation Tool (RET) was used for collecting experimental ratings assigned by 

each rater as well as the time spent in assessing demonstrated performances during the summer 

2010 rating event.  The student work samples were organized and archived on a file server.  RET 

offered the platform for raters to examine the assigned student work samples online.  The student 

work samples were drawn directly from the file server.  At the same time, RET provided the 

capability for capturing and organizing the needed transactional data, such as pass or fail ratings, 
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written comments, indicators, etc. by each outcome and rater.  The process data were stored in a 

database server for subsequent analyses.  In order to facilitate the compilation of the intra-rater 

reliability statistics, relevant ratings of student work samples for the two outcomes collected 

during the summer 2009 rating event were extracted for the analyses.  

To help ensure objectivity in data collection, training session was held prior to the 

performance rating event to offer information about the overall process to raters and provide an 

opportunity for raters to review relevant materials such as outcomes and performance criteria, 

primary traits and rubrics, comments from raters who evaluated submissions for the given 

outcomes, etc.  A “norming” activity, as mentioned in the previous chapter, was required of each 

team to be conducted early on in the rating process to establish the common threshold in 

applying the corresponding rubrics when examining performances for each outcome.  To 

facilitate the comparisons of pass percentages between the traditional and computer-aided 

performance rating processes, ratings collected during the norming activity and for the 

calibration steps when using the computer-aided process were excluded from the data analyses.  

Data Analysis 

The research objectives presented in Chapter 1 and restated above offer the structure for 

the analyses.  First, the pass percentages of each outcome obtained through “simulated” 

traditional performance rating results were compared to the corresponding pass percentages 

derived from the computer-aided rating process during the summer of 2009.  The hypothesis test 

for difference between the two pass percentages with Chi-square test was conducted for each 

outcome.  The comparative analysis helps detect any statistically significant differences in the 

performance rating results and sheds light on the validity or accuracy of the given ratings 

associated with the computer-aided process.  In light of the general acceptance of the 



59 

performance rating process that offers an authentic and direct measurement of student learning, 

the results of the comparative analysis add to the understanding of whether the computer-aided 

or non-traditional process performs in similar ways as the traditional process in assessing student 

performance. 

Second, the reliability of the computer-aided process was examined through the derived 

inter-rater and intra-rater reliability indices.  As mentioned earlier under the Research Design 

section for estimating the inter-rater reliability of the process, Scott’s Pi, Cohen’s Kappa, G-

Index, Gwet’s AC1 coefficient and other raw agreement indices were calculated for rating teams 

evaluating work samples under RH3 Communication Criterion B2, and separately for the teams 

evaluating work samples under RH4 Cultural and Global Awareness Criterion B2.   The 

agreement indices listed above were calculated for assessing the intra-rater reliability of the 

process for each outcome and rater.  The accuracy or validity of the performance ratings is 

contingent to the reliability of the rating process.  Therefore, when the computer-aided process 

can be shown as reliable, that is, consistent and repeatable ratings can be expected when judging 

specific outcomes with the corresponding rubrics, the examination of the pass percentages 

yielded between traditional and computer-aided processes can inform the validity study of the 

computer-aided process. 

Finally, transactional records of the rating process were extracted and analyzed to 

determine the average amount of time needed for judging each work sample for each outcome.    

The expected time and cost estimation were derived assuming the traditional rating process for 

estimating transactional process efficiency between the traditional and computer-aided processes.   

The followings are the key steps involved in the data collection and analysis process to 

address the three research objectives of this dissertation. 
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1. Obtained Written Approval from the Institutional Reviewer.  Prior to conducting the 

study involving faculty members as raters during the process, the written approval from the 

Institutional Reviewer at Rose-Hulman Institute of Technology was obtained.  The application, 

project description, informed consent statement, and the letter of approval are included in 

Appendix A. 

2. Identified Representative Student Learning Outcomes.  Two representative student 

learning outcomes that are commonly found and recognized by other higher education 

institutions were chosen for the study.  This was discussed under Chapter 2 and the full 

descriptions of the selected outcomes and the corresponding rubrics are included in Appendix B. 

3. Identified Work Samples for Selected Outcomes.  The anchored work samples used 

during the summer 2009 rating event for the norming activities were extracted and random 

samples used during the summer 2009 rating event were selected for the research study as 

described under the Research Design section.  Four raters who participated in the summer 2009 

rating event were invited and their consents to participate in the research study were obtained. 

4. Established Experimental Rating Event.  The experimental rating event was setup 

during the summer of 2010 through the RosEvaluation Tool (RET).   The screenshots of RET are 

presented in Appendix C. 

5. Examined Experimental and Archival Data.  The archived rating results from the 

summer 2009 rating event were examined and experimental data were analyzed.   

6. Reviewed Statistical Test Results, Reliability Indices and Estimated Process Efficiency 

Indicators.   Hypothesis testing of the pass percentages, various inter-rater and intra-rater 

reliability indices, average time on rating each work sample for each outcome and estimated cost 
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associated with the rating process were reviewed and summarized to address each research 

objective in Chapter 4. 

7. Dissertation Committee Review. Draft copies of the dissertation were submitted to 

Dissertation Committee Chair and Committee members for review and comment. 

Summary 

The methodology and key steps involved in the research process of this dissertation were 

addressed in this chapter.   The rationales in choosing research subjects and selected data 

collection and analysis methods were also discussed.   The results and discussion of findings are 

provided in the subsequent chapters to address each research objective and the implications of 

the findings for adapting the computer-aided rating process for measuring academic quality. 
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CHAPTER 4 

 

RESULTS 

This chapter summarizes the results from examining the process outputs and the rater 

agreement analyses for addressing the problem of the study through the three research objectives. 

The results and discussions for estimating the validity, reliability and efficiency for the 

computer-aided performance rating process are presented below. 

Estimate Process Validity 

For RH3 Communication Criterion B2, the pass percentages yielded from the non-

traditional or computer-aided (CA) process in summer 2009 and the “simulated” traditional (TR) 

process are shown in Table 8. 

Table 8 RH3 Communication Criterion B2 Institutional Outcome 

Performance Rating Process Pass Fail Total Pass% 

Computer-Aided (CA) 56 21 77 72.7% 

Traditional--Simulated (TR) 61 17 78 78.2% 

     

  Rater 1 31 8 39 79.5% 

  Rater 2 30 9 39 76.9% 

 

Research Objective 1: Hypothesis for RH3 Communication Criterion B2 

Ho: pCA-Comm_B2 = pTR-Comm_B2  There is no statistically significant difference in 

pass percentage yielded through the computer-aided performance rating process to the pass 

percentage yielded through the traditional performance rating process. 
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Ha: pCA-Comm_B2 ≠ pTR-Comm_B2  There is a difference in pass percentages yielded 

from the two processes. 

Table 9 Cross-tabulation of Process and Rating for RH3 Communication Criterion B2 

 
Rating 

Total Fail Pass 

Process CA Count 21 56 77 

% within Process 27.3% 72.7% 100.0% 

% of Total 13.5% 36.1% 49.7% 

TR Count 17 61 78 

% within Process 21.8% 78.2% 100.0% 

% of Total 11.0% 39.4% 50.3% 

Total Count 38 117 155 

% within Process 24.5% 75.5% 100.0% 

% of Total 24.5% 75.5% 100.0% 

 

The null hypothesis (Ho) would be rejected if the p-value is less than 0.05.   The 

conditions for conducting the Chi-Square test are having two or more independent sets of sample 

data, none of the expected counts is less than 1, and 20% or less of the expected counts are less 

than five.  Since none of the expected counts is less than 1 or 5 and the two data sets are 

independent, the conditions for conducting the Chi-Square test were met.  From the SPSS results 

in Table 9, the row variable, process, had two categories, so r = 2.  The column variable, rating, 

also had two categories, so c = 2.  Thus, the number of degrees of freedom was (r-1)(c-1) = (2-

1)(2-1) equal to one.  The critical value of χ2 = 3.841 is found from Table A.4 of Chi-Square 

Distribution (Triola and Franklin, 1994). 
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Table 10 Chi-Square Tests for RH3 Communication Criterion B2 

 
Value df 

Asymp. Sig. 

(2-sided) 

Exact Sig. 

(2-sided) 

Exact Sig.      

(1-sided) 

Pearson Chi-Square .628
a
 1 .428   

Continuity Correction
b
 .367 1 .545   

Likelihood Ratio .629 1 .428   

Fisher's Exact Test    .460 .272 

Linear-by-Linear 

Association 

.624 1 .429 
  

N of Valid Cases 155     

a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 18.88. 

b. Computed only for a 2x2 table 

 

The test statistic was 0.628, which did not fall within the critical region and the p-value of 

0.428 was greater than α=0.05 as shown in Table 10.  Therefore, the null hypothesis was not 

rejected and it was concluded that the pass percentage yielded for RH3 Communication Criterion 

B2 through the computer-aided performance rating process did not differ from the traditional 

performance rating process, χ2(1, N=155) = 0.628, p > .05. 

For RH4 Cultural and Global Awareness Criterion B2, the pass percentages yielded from 

the non-traditional or computer-aided process in summer 2009 and the “simulated” traditional 

process are shown in Table 11. 

Research Objective 1: Hypothesis for RH4 Cultural and Global Awareness Criterion B2 

Ho: pCA-CnGA_B2 = pTR-CnGA_B2  There is no statistically significant difference in 

pass percentage yielded through the computer-aided performance rating process to the pass 

percentage yielded through the traditional performance rating process. 

Ha: pCA-CnGA_B2 ≠ pTR-CnGA_B2  There is a difference in pass percentages yielded 

from the two processes. 
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Table 11 RH4 Cultural & Global Awareness Criterion B2 

Performance Rating Process Pass Fail Total Pass% 

Computer-Aided (CA) 130 20 150 86.7% 

Traditional--Simulated (TR) 127 21 148 85.8% 

     

  Rating Team 1 (Rater 1 and Rater 2) 13 3 16 81.3% 

  Rating Team 2 (Rater 1 and Rater 3) 12 4 16 75.0% 

  Rating Team 3 (Rater 1 and Rater 4) 12 4 16 75.0% 

  Rating Team 4 (Rater 2 and Rater 3) 13 3 16 81.3% 

  Rating Team 5 (Rater 2 and Rater 4) 12 4 16 75.0% 

  Rating Team 6 (Rater 3 and Rater 4) 13 3 16 81.3% 

  Rater 1 13 0 13 100.0% 

  Rater 2 13 0 13 100.0% 

  Rater 3 13 0 13 100.0% 

  Rater 4 13 0 13 100.0% 

 

Likewise, the null hypothesis would be rejected if the p-value is less than 0.05.   The 

conditions for conducting the Chi-Square test were met.  There were two categories for each of 

the row and column variables as seen in Table 12, thus, the number of degrees of freedom was 

(r-1)(c-1) = (2-1)(2-1) equal to 1.  The critical value of χ2 = 3.841 was found from Table A.4 of 

Chi-Square Distribution (Triola and Franklin, 1994).   The test statistic was 0.046, which did not 

fall within the critical region and the p-value of 0.830 is greater than α=0.05 as shown in Table 

13.   

Therefore, the null hypothesis was not rejected and it was concluded that the pass 

percentage yielded for RH4 Cultural and Global Awareness Criterion B2 through the computer-

aided performance rating process did not differ from the traditional performance rating process, 

χ2(1, N=298) = 0.046, p > .05. 
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Table 12 Cross-tabulation of Process and Rating for RH4 Cultural & Global Awareness Criterion 

B2 

 
Rating 

Total Fail Pass 

Process CA Count 20 130 150 

% within Process 13.3% 86.7% 100.0% 

% of Total 6.7% 43.6% 50.3% 

TR Count 21 127 148 

% within Process 14.2% 85.8% 100.0% 

% of Total 7.0% 42.6% 49.7% 

Total Count 41 257 298 

% within Process 13.8% 86.2% 100.0% 

% of Total 13.8% 86.2% 100.0% 

 

Table 13 Chi-Square Tests for RH4 Cultural & Global Awareness Criterion B2 

 
Value Df 

Asymp. Sig. 

(2-sided) 

Exact Sig. 

(2-sided) 

Exact Sig. 

(1-sided) 

Pearson Chi-Square .046
a
 1 .830   

Continuity Correction
b
 .002 1 .963   

Likelihood Ratio .046 1 .830   

Fisher's Exact Test    .868 .481 

Linear-by-Linear 

Association 

.046 1 .830 
  

N of Valid Cases 298     

a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 20.36. 

b. Computed only for a 2x2 table 

 

As discussed in the previous chapter, the process validity estimation for the computer-

aided process through comparing the outputs or pass percentages between the two processes 

offers a glimpse into whether the computer-aided process might yield significantly different pass 

percentages for the same outcomes being evaluated through the traditional process.  Since the p-

values for both hypothesis tests are greater than the significance level of .05, the null hypothesis 
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for each outcome of no statistically significant difference in the pass percentage yielded through 

the computer-aided performance rating process to the pass percentage yielded through the 

traditional performance rating process cannot not be rejected. 

Estimate Process Reliability 

For RH3 Communication Criterion B2, the rating results summary and the inter-rater 

indices are shown in Tables 14 and 15 respectively. 

Table 14 RH3 Communication Criterion B2 Rating Results Summary 

Rater 1 \ Rater 2 Pass Fail Total % 

Pass 29 2 31 79.5% 

Fail 1 7 8 20.5% 

Total 30 9 39 100.0% 

% 76.9% 23.1% 100.0%  

 

When interpreting inter-rater reliability indices, Uebersax (2000) commented that testing 

the significance of the proportion of overall agreement, positive agreement and negative 

agreement could be done through the test of a nonzero kappa coefficient.  The null hypothesis 

would be that raters are independent.  The kappa-like indices (Scott’s PI, Cohen’s Kappa, G-

Index and Gwet’s AC1) are all above zero as shown in Table 15, which suggest that the 

proportion of overall agreement, positive agreement and negative agreement are significantly 

different from chance. 

Table 15 RH3 Communication Criterion B2 Inter-rater Reliability Indices 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 0.92 0.04 0.84 to 1 

Positive Agreement 0.95 0.03 0.90 to 1 

Negative Agreement 0.82 0.10 0.63 to 1 

Scott’s PI 0.77 0.12 0.52 to 1 

Cohen’s Kappa 0.77 0.12 0.52 to 1 

G-Index 0.85 0.09 0.67 to 1 
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Table 15 (continued) 

Method Value Stand Error 95% C.I. 

Gwet’s AC1 0.88 0.07 0.75 to 1 

 

Gwet (2002) provided a detailed discussion about kappa-like indices such as Scott’s PI 

and Cohen’s Kappa and he used experimental data to illustrate some limitations of these kappa-

like indices when the sum of the marginal probabilities is very different from one or when high 

trait prevalence is observed.  The kappa-like indices measure the percentage of numerical values 

in the main diagonal of the contingency table and then adjust these values for the amount of 

agreement that could be expected due to chance alone.  The chance-agreement probability of 

each kappa-like index is estimated through a different conceptual framework.  Gwet (2008) 

offered definitions for the G-Index and Gwet’s AC1 as alternative kappa-like indices with more 

robust chance-corrected statistics for evaluating the extent of agreement between raters. 

For RH3 Communication Criterion B2, the high trait prevalence was observed with a 

high proportion of overall agreement at 0.92 together with a high positive agreement at 0.95 as 

seen in Table 15.   Bakeman and Gottman (1997) suggested that kappa coefficient that is greater 

than or equal to 0.70 to be considered as the acceptable level of agreement, while Altman (1991) 

offered another possible interpretation of kappa coefficient: 

Poor agreement = Less than 0.20 

Fair agreement = 0.20 to 0.40 

Moderate agreement = 0.40 to 0.60 

Good agreement = 0.60 to 0.80 

Very good agreement = 0.80 to 1.00 
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Considering the suggested interpretations of kappa coefficient by Bakeman and Gottman 

and Altman, the kappa values shown in Table 15 ranging from 0.77 to 0.88 indicated an 

acceptable level of agreement between Rater 1 and Rater 2.    

When examining the self-consistency in assigning ratings, raters were assigned work 

samples which they had rated during summer 2009 for the RH3 Communication Criterion B2 

outcome.   The summary of rating results for Raters 1 and 2 are shown in Tables 16 and 18 

respectively.  The intra-rater reliability indices for Raters 1 and 2 are shown in Tables 17 and 19 

respectively. 

Table 16 RH3 Communication Criterion B2 Rating Results Summary for Rater 1 

First \Second Pass Fail Total % 

Pass 4 1 5 45.5% 

Fail 3 3 6 54.5% 

Total 7 4 11 100.0% 

% 63.6% 36.4% 100.0%  

 

Table 17 RH3 Communication Criterion B2 Intra-rater Reliability Indices for Rater 1 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 0.64 0.15 0.35 to 0.92 

Positive Agreement 0.67 0.16 0.36 to 0.97 

Negative Agreement 0.60 0.18 0.24 to 0.96 

Scott’s PI 0.27 0.29 0.00 to 0.92 

Cohen’s Kappa 0.29 0.27 0.00 to 0.89 

G-Index 0.27 0.29 0.00 to 0.92 

Gwet’s AC1 0.28 0.29 0.00 to 0.93 

 

Table 18 RH3 Communication Criterion B2 Rating Results Summary for Rater 2 

First \ Second Pass Fail Total % 

Pass 4 1 5 45.5% 

Fail 3 3 6 54.5% 

Total 7 4 11 100.0% 

% 63.6% 36.4% 100.0%  
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Table 19 RH3 Communication Criterion B2 Intra-rater Reliability Indices for Rater 2 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 0.64 0.15 0.35 to 0.92 

Positive Agreement 0.67 0.16 0.36 to 0.97 

Negative Agreement 0.60 0.18 0.24 to 0.96 

Scott’s PI 0.27 0.29 0.00 to 0.92 

Cohen’s Kappa 0.29 0.27 0.00 to 0.89 

G-Index 0.27 0.29 0.00 to 0.92 

Gwet’s AC1 0.28 0.29 0.00 to 0.93 

 

Even though kappa-like indices (Scott’s PI, Cohen’s Kappa, G-Index and Gwet’s AC1) 

are all above zero as shown in Table 17 for Rater 1 and in Table 19 for Rater 2, the hypothesis 

testing of a non-zero kappa or kappa-like coefficient is not statistically significant, which 

suggests that the proportion of overall agreement, positive agreement and negative agreement are 

not necessarily different from chance for Rater1 and Rater 2.    

Furthermore, all of the kappa-like indices are ranging between 0.27 to 0.29, which 

indicate only fair agreement or self-consistency in how Rater 1 and Rater 2 assigned ratings to 

their respective repeatable samples.  In fact, upon closer examination of the “norming” activity 

when Rater 1 and Rater 2 were independently assigned ratings to three anchor documents of 

which they had rated during summer 2009, the rating results in Table 20 were not identical 

between the two sets of rating results.  Specifically, the ratings for Document 2 obtained through 

the study were different from the rating assigned during summer 2009. 

Table 20 RH3 Communication Criterion B2 Rating Results from Norming Activity 

Work Sample 
Pass Fail 

Summer 2009 Rater 1 Rater 2 Summer 2009 Rater 1 Rater 2 

Document 1 1 1 1    

Document 2  1 1 1   

Document 3    1 1 1 

Total 1 2 2 2 1 1 
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Given Rater 1 and Rater 2 did not apply the rubric in an identical way to establish the 

threshold in evaluating the replicates from summer 2009 during the norming activity, the intra-

rater reliability indices are able to detect some inconsistencies in how each rater assigned ratings 

to the replicates for the study.  Nevertheless, the process reliability estimation for the computer-

aided process suggests that both raters have reached some consensus on how to apply the rubric, 

though the rater’s self-consistency in assigning the ratings is only fair in this case due to some 

conditional changes in interpreting/applying the rubric for evaluating performances. 

For RH4 Cultural and Global Awareness Criterion B2, the rating results summary and the 

inter-rater indices for Rating Team 1 are shown in Tables 21 and 22 respectively. 

Table 21 RH4 Cultural & Global Awareness Criterion B2 Performance Rating Results Summary 

for Team 1 

Rater 1 \ Rater 2 Pass Fail Total % 

Pass 19 0 19 90.5% 

Fail 1 1 2 9.5% 

Total 20 1 21 100.0% 

% 95.2% 4.8% 100.0%  

 

Table 22 RH4 Cultural & Global Awareness Criterion B2 Inter-rater Reliability Indices for  

Team 1 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 0.95 0.05 0.86 to 1 

Positive Agreement 0.97 0.03 0.92 to 1 

Negative Agreement 0.67 0.31 0.05 to 1 

Scott’s PI 0.64 0.33 0.00 to 1 

Cohen’s Kappa 0.64 0.32 0.00 to 1 

G-Index 0.90 0.09 0.71 to 1 

Gwet’s AC1 0.95 0.06 0.83 to 1 

 

For Rating Team 1 and following the interpretation of inter-rater reliability indices 

recommended by Uebersax (2000) as discussed above, the above-zero inter-rater reliability 
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indices shown in Table 22 suggest that the proportion of overall agreement, positive agreement 

and negative agreement are significantly different from chance. Again, considering the suggested 

interpretations of kappa coefficient by Bakeman and Gottman and Altman, raters in Rating Team 

1 have reached an acceptable level of agreement or consensus in applying the rubrics in 

assessing work samples for the RH4 Cultural and Global Awareness outcome. 

The rating results summary and the inter-rater indices for Rating Team 2 are shown in 

Tables 23 and 24 respectively.  For Rating Team 2, similarly, the inter-rater reliability indices 

shown in Table 24 suggest that the proportion of overall agreement, positive agreement and 

negative agreement are significantly different from chance and raters in Team 2 have reached an 

acceptable level of agreement or consensus in applying the rubrics in assessing work samples for 

the RH4 Cultural and Global Awareness outcome.   

Due to the presence of low trait prevalence for fail rating, the confidence interval for the 

proportion of negative agreement includes a negative lower confidence limit which would be 

ignored. 

Table 23 RH4 Cultural & Global Awareness Criterion B2 Performance Rating Results Summary 

for Team 2 

Rater 1 \ Rater 3 Pass Fail Total % 

Pass 18 1 19 90.5% 

Fail 1 1 2 9.5% 

Total 19 2 21 100.0% 

% 90.5% 9.5% 100.0%  
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Table 24 RH4 Cultural & Global Awareness Criterion B2 Inter-rater Reliability Indices for  

Team 2 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 0.90 0.06 0.78 to 1 

Positive Agreement 0.95 0.04 0.87 to 1 

Negative Agreement 0.50 0.31 -0.10 to 1 

Scott’s PI 0.45 0.33 0.00 to 1 

Cohen’s Kappa 0.45 0.33 0.00 to 1 

G-Index 0.81 0.13 0.54 to 1 

Gwet’s AC1 0.88 0.08 0.71 to 1 

 

For Rating Team 3, the rating results summary is shown in Table 25.  The inter-rater 

reliability indices shown in Table 26 suggest that the proportion of overall agreement, positive 

agreement and negative agreement are significantly different from chance and raters in Team 3 

have reached perfect agreement or consensus in applying the rubrics in assessing work samples 

for the RH4 Cultural and Global Awareness outcome. 

Table 25 RH4 Cultural & Global Awareness Criterion B2 Performance Rating Results Summary 

for Team 3 

Rater 1 \ Rater 4 Pass Fail Total % 

Pass 19 0 19 90.5% 

Fail 0 2 2 9.5% 

Total 19 2 21 100.0% 

% 90.5% 9.5% 100.0%  

 

Table 26 RH4 Cultural & Global Awareness Criterion B2 Inter-rater Reliability Indices for  

Team 3 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 1.00 0.00 1.00 to 1 

Positive Agreement 1.00 0.00 1.00 to 1 

Negative Agreement 1.00 0.00 1.00 to 1 

Scott’s PI 1.00 0.00 1.00 to 1 

Cohen’s Kappa 1.00 0.00 1.00 to 1 
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Table 26 (continued) 

Method Value Stand Error 95% C.I. 

G-Index 1.00 0.00 1.00 to 1 

Gwet’s AC1 1.00 0.00 1.00 to 1 

 

The rating results summary for Rating Team 4 is provided in Table 27.   Given the high 

trait prevalence was observed in Table 28 with a high proportion of overall agreement at 0.86 

together with a high positive agreement at 0.92, the more robust G-Index and Gwet’s AC1 were 

considered when estimating the inter-rater reliability.  Under such condition, both Scott’s PI and 

Cohen’s Kappa indices were deficient in measuring agreement between raters 2 and 3 in Team 4, 

which yielded negative or extremely low coefficient values when one would expect the extent of 

agreement between the two raters would be higher.   The inter-rater reliability indices in the table 

suggest that the proportion of overall agreement and positive agreement are significantly 

different from chance and raters in Rating Team 4 have reached consensus in applying the 

rubrics in assessing work samples for the RH4 Cultural and Global Awareness outcome. 

Table 27 RH4 Cultural & Global Awareness Criterion B2 Performance Rating Results Summary 

for Team 4 

Rater 2 \ Rater 3 Pass Fail Total % 

Pass 18 2 20 95.2% 

Fail 1 0 1 4.8% 

Total 19 2 21 100.0% 

% 90.5% 9.5% 100.0%  

 

Table 28 RH4 Cultural & Global Awareness Criterion B2 Inter-rater Reliability Indices for  

Team 4 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 0.86 0.08 0.71 to 1 

Positive Agreement 0.92 0.04 0.84 to 1 
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Table 28 (continued) 

Method Value Stand Error 95% C.I. 

Negative Agreement 0.00 0.00 0.00 to 0 

Scott’s PI -0.08 0.04 0 to 0.02  

Cohen’s Kappa -0.07 0.05 0 to 0.03 

G-Index 0.84 0.10 0.63 to 1 

Gwet’s AC1 0.71 0.15 0.40 to 1 

 

For Rating Team 5, the rating results summary and the inter-rater reliability indices are 

shown in Tables 29 and 30 respectively.  The inter-rater reliability indices in Table 30 suggest 

that the proportion of overall agreement, positive agreement and negative agreement are 

significantly different from chance and raters in Rating Team 5 have reached an acceptable level 

of agreement or consensus in applying the rubrics in assessing work samples for the RH4 

Cultural and Global Awareness outcome.  Again, due to the presence of low trait prevalence for 

fail rating, the confidence interval for the proportion of negative agreement includes a negative 

lower confidence limit which would be ignored. 

Table 29 RH4 Cultural & Global Awareness Criterion B2 Performance Rating Results Summary 

for Team 5 

Rater 2 \ Rater 4 Pass Fail Total % 

Pass 18 0 18 85.7% 

Fail 2 1 3 14.3% 

Total 20 1 21 100.0% 

% 95.2% 4.8% 100.0%  

 

Table 30 RH4 Cultural & Global Awareness Criterion B2 Inter-rater Reliability Indices for  

Team 5 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 0.90 0.06 0.78 to 1 

Positive Agreement 0.95 0.04 0.87 to 1 

Negative Agreement 0.50 0.31 -0.10 to 1 
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Table 30 (continued) 

Method Value Stand Error 95% C.I. 

Scott’s PI 0.45 0.33 0.00 to 1 

Cohen’s Kappa 0.46 0.31 0.00 to 1 

G-Index 0.81 0.13 0.54 to 1 

Gwet’s AC1 0.88 0.08 0.71 to 1 

 

The rating results summary for Rating Team 6 is provided in Table 31. The inter-rater 

reliability indices shown in Table 32 suggest that the proportion of overall agreement, positive 

agreement and negative agreement are significantly different from chance and raters in Rating 

Team 6 have reached an acceptable level of agreement or consensus in applying the rubrics in 

assessing work samples for the RH4 Cultural and Global Awareness outcome. 

Table 31RH4 Cultural & Global Awareness Criterion B2 Performance Rating Results Summary 

for Team 6 

Rater 3 \ Rater 4 Pass Fail Total % 

Pass 19 0 19 90.5% 

Fail 1 1 2 9.5% 

Total 20 1 21 100.0% 

% 95.2% 4.8% 100.0%  

  

Table 32 RH4 Cultural & Global Awareness Criterion B2 Inter-rater Reliability Indices for  

Team 6 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 0.95 0.05 0.86 to 1 

Positive Agreement 0.97 0.03 0.92 to 1 

Negative Agreement 0.67 0.31 0.05 to 1 

Scott’s PI 0.64 0.33 0.00 to 1 

Cohen’s Kappa 0.64 0.32 0.00 to 1 

G-Index 0.90 0.09 0.71 to 1 

Gwet’s AC1 0.95 0.06 0.83 to 1 
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When examining the self-consistency in assigning ratings for the RH4 Cultural and 

Global Awareness outcome, raters were assigned work samples of which they had rated during 

summer 2009.   The summary of rating results and the intra-rater reliability indices for Rater 1 

are shown in Tables 33 and 34 respectively. 

Table 33 RH4 Cultural & Global Awareness Criterion B2 Performance Rating Results Summary 

for Rater 1 

First \Second Pass Fail Total % 

Pass 13 0 13 100.0% 

Fail 0 0 0 0.0% 

Total 13 0 13 100.0% 

% 100.0% 0.0% 100.0%  

 

Table 34 RH4 Cultural & Global Awareness Criterion B2 Intra-rater Reliability Indices for  

Rater 1 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 1.00 0.00 1.00 to 1 

Positive Agreement 1.00 0.00 1.00 to 1 

Negative Agreement - - - 

Scott’s PI - - - 

Cohen’s Kappa - - - 

G-Index 1.00 0.00 1.00 to 1 

Gwet’s AC1 1.00 0.00 1.00 to 1 

 

Due to the high trait prevalence observed in Table 33 and with a high proportion of 

overall agreement at 1.00 together with a high positive agreement at 1.00 identified in Table 34, 

the G-Index and Gwet’s AC1 were used for estimating the intra-rater reliability.  Since both G-

Index and Gwet’s AC1 are all above zero, these indices suggest that the proportion of overall 

agreement and the positive agreement are significantly different from chance.  Moreover, both 

indices are equal to 1.0, which indicate perfect agreement or self-consistency in how Rater 1 

assigned ratings to their respective repeatable samples associated with the RH4 Cultural and 
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Global Awareness outcome.    The same observations were recorded for Raters 2, 3 and 4 who 

were involved in evaluating work samples for the same outcome.  The respective rating results 

summaries and intra-rater reliability indices for Raters 2, 3, and 4 are shown in Tables 35 

through 40 for each rater. 

Table 35 RH4 Cultural & Global Awareness Criterion B2 Performance Rating Results Summary 

for Rater 2 

First \Second Pass Fail Total % 

Pass 13 0 13 100.0% 

Fail 0 0 0 0.0% 

Total 13 0 13 100.0% 

% 100.0% 0.0% 100.0%  

 

Table 36 RH4 Cultural & Global Awareness Criterion B2 Intra-rater Reliability Indices for  

Rater 2 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 1.00 0.00 1.00 to 1 

Positive Agreement 1.00 0.00 1.00 to 1 

Negative Agreement - - - 

Scott’s PI - - - 

Cohen’s Kappa - - - 

G-Index 1.00 0.00 1.00 to 1 

Gwet’s AC1 1.00 0.00 1.00 to 1 

 

Table 37 RH4 Cultural & Global Awareness Criterion B2 Performance Rating Results Summary 

for Rater 3 

First \Second Pass Fail Total % 

Pass 13 0 13 100.0% 

Fail 0 0 0 0.0% 

Total 13 0 13 100.0% 

% 100.0% 0.0% 100.0%  
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Table 38 RH4 Cultural & Global Awareness Criterion B2 Intra-rater Reliability Indices for  

Rater 3 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 1.00 0.00 1.00 to 1 

Positive Agreement 1.00 0.00 1.00 to 1 

Negative Agreement - - - 

Scott’s PI - - - 

Cohen’s Kappa - - - 

G-Index 1.00 0.00 1.00 to 1 

Gwet’s AC1 1.00 0.00 1.00 to 1 

 

Table 39 RH4 Cultural & Global Awareness Criterion B2 Performance Rating Results Summary 

for Rater 4 

First \Second Pass Fail Total % 

Pass 13 0 13 100.0% 

Fail 0 0 0 0.0% 

Total 13 0 13 100.0% 

% 100.0% 0.0% 100.0%  

 

Table 40 RH4 Cultural & Global Awareness Criterion B2 Intra-rater Reliability Indices for  

Rater 4 

Method Value Stand Error 95% C.I. 

Proportion of Overall Agreement 1.00 0.00 1.00 to 1 

Positive Agreement 1.00 0.00 1.00 to 1 

Negative Agreement - - - 

Scott’s PI - - - 

Cohen’s Kappa - - - 

G-Index 1.00 0.00 1.00 to 1 

Gwet’s AC1 1.00 0.00 1.00 to 1 

 

Perfect agreement or self-consistency in applying rubric to evaluate work samples 

associated with the RH4 Cultural and Global Awareness Criterion 2 was observed for each of the 

four raters as shown in Tables 4.28 through 4.33 above.  These raters have also applied the rubric 



80 

in an identical way to establish the threshold for the study when evaluating the anchor documents 

from summer 2009 during the norming activity. The intra-rater reliability indices are offering 

supporting evidence to these observations through the examination of how each rater assigned 

ratings to the replicates for the study.   

Overall, the process reliability estimation for the computer-aided process suggests that all 

raters have reached consensus in how to apply the rubric, as well as maintained fair to good self-

consistency in assigning the ratings according to the rubric for evaluating performances for the 

two outcomes. 

Estimate Process Efficiency 

Finally, rating process efficiency was calculated for each rating setting to estimate 

potential benefits when using the computer-aided performance rating process.  For RH3 

Communication Criterion B2, the time spent on evaluating work samples by each rater is 

presented in Table 41.  For RH4 Cultural and Global Awareness Criterion B2, the time spent on 

evaluating work samples by each rater is presented in Table 42. 

Table 41 RH3 Communication Criterion B2 Descriptive Statistics on Time Spent in Rating 

(Excluding “Norming” Activity) 

Each Sample Min Max Mean Standard Deviation 

Rater 1 < 1 min. 8 mins. 2.5 mins. 1 min. 

Rater 2 < 1 min. 7 mins. 2.5 mins. 1 min. 

     

Mean   2.5 mins.  
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Table 42 RH4 Cultural & Global Awareness Criterion B2 Descriptive Statistics on Time Spent in 

Rating (Excluding “Norming” Activity) 

Each Sample Min Max Mean Standard Deviation 

Rater 1 < 1 min. 7 mins. 1 mins. 1 min. 

Rater 2 < 1 min. 2 mins. 1 mins. < 1 min. 

Rater 3 < 1 min.  8 mins. 1 mins. 1 min. 

Rater 4 < 1 min. 7 mins. 2 mins. 1 min. 

     

Mean   1.3 mins.  

 

Excluding work samples being used for the “norming” activity and calibration steps 

involved in the computer-aided process, there were 77 unique work samples for the RH3 

Communication Criterion 2 being evaluated with the computer-aided or non-traditional process 

during summer 2009.   The estimated time for completing the rating tasks with the computer-

aided and traditional processes using the mean minute per sample from Table 41 are shown in 

Table 43.  For RH4 Cultural and Global Awareness Criterion B2, there were 150 unique work 

samples, excluding those being used for the “norming” activity and calibration steps, evaluated 

using the computer-aided process during summer 2009.  The estimated time for completing the 

rating tasks with the computer-aided and traditional processes using the mean minute per sample 

from Table 42 are presented in Table 44. 

Table 43 RH3 Communication Criterion B2 Estimated Time Spent in Rating (Excluding 

“Norming” Activity and Calibration Steps) 

Performance Rating 

Process 

Sample Review per 

Sample 

Mean 

(Minute/Sample) 

Estimated 

Time Spent 

Computer-Aided (CA) 77 1 2.5 mins. 193 mins. 

Traditional (TR) 77 2 2.5 mins. 385 mins. 
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Table 44 RH4 Cultural & Global Awareness Criterion B2 Estimated Time Spent in Rating 

(Excluding “Norming” Activity and Calibration Steps) 

Performance Rating 

Process 

Sample Review per 

Sample 

Mean 

(Minute/Sample) 

Estimated 

Time Spent 

Computer-Aided (CA) 150 1 1.3 mins. 195 mins. 

Traditional (TR) 150 2 1.3 mins. 390 mins. 

 

Considering the current daily compensation amount for each rater is $250, the estimated 

hourly pay rate is about $38.50 for approximately 6.5 hours of performance rating work 

excluding lunch and other breaks.  As suggested by Stemler (2004) and discussed in the previous 

chapter, the efficiency of the rating process can be enhanced assuming raters agree on the 

interpretation of the rubric and evaluate the demonstrated performances accordingly.  Provided 

that high inter-rater reliability is garnered, the number of work samples can be divided among 

raters without involving two or more raters in judging the performance of each identical work 

sample for a particular outcome.    

For this study, the process validity estimation offers support that the computer-aided or 

non-traditional performance rating process yields similar outputs or pass percentages as with the 

traditional performance rating process.  In addition, the process reliability estimation points 

toward an acceptable level of rater agreement obtained for each rating team.  With the basic 

conditions are being met, the process efficiency estimation in terms of time and cost savings for 

the performance rating process are derived and illustrated in Table 45.  Through division of 

labor, the estimated time and money spent in assessing student performance could be cut half 

through the computer-aided rating process with two-rater teams. 
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Table 45 Process Efficiency Estimation (Time and Cost Savings) 

Outcome 
Time Cost 

TR CA Savings TR CA Savings 

RH3 Communication 

Criterion B2 385 mins. 193 mins. 192 mins $247.04 $123.52 $123.52 

RH4 Cultural & 

Global Awareness 

Criterion B2 

390 mins. 195 mins. 195 mins $250.25 $125.13 $125.12 

 

Summary 

With the known challenges for adapting performance rating process for direct 

assessments of student learning, this study aims at addressing specific issues related to 

performance rating process validity, reliability and efficiency.   This chapter has offered 

descriptions about the inner workings of a typical performance rating process and the key 

differences between the traditional and the non-traditional, or computer-aided, processes.  In 

addition, process validity and reliability of the computer-aided rating process have been 

estimated through experiments using two learning outcomes that are common to colleges and 

universities across the country.  Rating results obtained from the experiments through four raters, 

which formed six two-rater teams, offer evidence of how a non-traditional or computer-aided 

process can be utilized to evaluate performances in a similar fashion to the traditional rating 

process.  

Finally, process efficiency measures in terms of potential savings of time and labor cost 

associated with the computer-aided process have been compiled to estimate gains of using such 

process with two-rater teams.    A summary of the study, further discussions of the research 

findings, other considerations relevant to the study, conclusion, and recommendations for future 

research are presented in Chapter 5. 



84 

 

 

 

CHAPTER 5 

 

DISCUSSION 

This chapter presents a summary of the pilot study, discussion of the findings associated 

with each of the three research objectives (process validity, process reliability and process 

efficiency), other considerations related to the research design, conclusion of the study, and the 

recommendations for future research. 

Summary 

From what has been discussed in the previous chapters on the rising demands for 

evidence of student learning and ways to improve academic quality, it seems as though these 

demands will not be going away anytime soon.  The recurring theme associated with the higher 

education’s iron triangle—access, cost, and quality—can be found when scanning the media 

headlines on higher education.  The global economic crisis continues to hamper the ability of 

higher education institutions to respond to challenges of providing wider access to educational 

opportunities in light of rising costs and higher expectations of academic quality (Daniel, 

Kanwar & Uvalic-Trumbic, 2009). 

Although standardized tests offer one way for higher education institutions to provide 

comparable evidence of student learning primarily at the institutional level, this quality measure 

has its limitations in terms of satisfying the perennial demands for actionable information in 

making curriculum improvement changes and understanding what students actually can do 
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particularly in their program areas (Koretz, 2008.)     On the other hand, traditional performance 

rating process as a quality measure offers a relatively more flexible and direct way for higher 

education institutions to define, measure and demonstrate student learning in line with their 

program and institutional goals and objectives.  However, the scalability of such process and the 

costs, such as labor and time, associated with it could render the performance rating process less 

practical or affordable for large-scale implementation by higher education institutions.   This 

study described the inner workings of a computer-aided performance rating process and 

examined the validity and reliability of such non-traditional performance rating process.  The 

purpose of this dissertation is to determine whether the computer-aided process can serve as a 

viable and scalable option that would minimize the known drawbacks of the traditional 

performance rating process.   

Through the literature review process, using direct assessment of student learning as an 

academic quality measure was introduced and the needs for empirical research into performance 

rating process and solutions for addressing the known challenges associated with such process 

were identified.   The process validity associated with the computer-aided process was estimated 

through the comparisons of the outputs from the computer-aided and the traditional processes 

using the Chi-square test for homogeneity.  The results of the hypothesis tests indicated that the 

computer-aided process could produce similar outputs as with the traditional process.   

Moreover, three rater agreement tests and four kappa-like rater agreement indices were used to 

estimate the process reliability associated with the computer-aided process.  When the norming 

activity is followed as with the rating teams on Cultural and Global Awareness B2 , the results of 

the rater agreement analyses showed that the overall agreements between the two raters in each 

team (inter-rater reliability) and of the same rater over time (intra-rater reliability) were within 
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the commonly acceptable range for the measures, that is, consistent performance rating results 

could be expected of the computer-aided process.  Furthermore, the estimated differences in 

terms of time spent on the performance rating process and costs associated with the process were 

contrasted between the computer-aided and the traditional settings.  The results suggested that 

efficiency could be gained through the utilization of the computer-aided process.   In addition to 

the review of the strengths and weaknesses associated with the computer-aided performance 

rating process, opportunities for process improvement are discussed in this chapter. 

Discussion of the Findings 

As discussed in earlier chapters, the performance rating process has a long history and in 

the form of “juried reviews,” its root is dated back as early as 1063 (Bresciani, 2006).  

Demonstrating the acquisition of knowledge and skills by oral and written examinations are 

common and longstanding practices inside and outside of classrooms in higher education.  

Subject matter experts assess the level of competence of learners according to the demonstrated 

performances and the associated rubrics.  This quality measure is best suited when the 

performing tasks are multidimensional and complex, such as those involving higher order 

thinking skills of analysis, evaluation and synthesis (Bloom, 1956).   In fact, if expected 

competencies could be easily codified, the standardized tests would likely be a more cost-

effective measure to determine competency achievement of learners when considering costs and 

labor associated with the performance rating process. Thus lies the dilemma that prompts for the 

perennial question of what students learn at higher education institutions among diverse 

stakeholders that often extends beyond general education outcomes and into the specific program 

areas.  So far, the standardized test results and students’ self-reported gains through surveys are 

not able to satisfy the needs of employers, legislatures, professional societies and the general 
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public for such information.  With the understanding that the performance rating process has the 

potential for capturing and offering the needed information on student competencies, this study 

focused on the known and significant challenges associated with such process and explored the 

feasibility of utilizing a technology-enhanced process that could improve the efficiency in 

assessing student performance. 

In order to serve as a viable academic quality measure, the technology-enhanced or 

computer-aided performance rating process must possess similar characteristics as with the 

traditional process, of which the computer-aided process should yield similar performance 

ratings when judging demonstrated performances under a comparable operational environment.  

The validity of the computer-aided process is approximated through the examination of the 

accuracy of the performance ratings against those yielded through the traditional process.  In 

addition, the computer-aided process should yield consistent and expected results when applying 

the same rubrics and under the same operational condition.  The reliability of the computer-aided 

process is estimated through the examination of inter-rater and intra-rater reliability indices.  

Furthermore, the computer-aided process should enhance the overall efficiency of the 

performance rating process, given that the resource, time and labor-intensive nature of the 

performance rating process is a major deterrent to the use of such direct measurement process.  

The efficiency of the computer-aided process is projected by comparing the expected time and 

cost estimates between the computer-aided and traditional performance rating processes. 

Estimate Process Validity 

As noted in the previous chapter, the pass percentages in assessing student performances 

by using the computer-aided process are comparable to those yielded through the traditional 

process for both the RH3 Communication Criterion B2 and the RH4 Cultural and Global 
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Awareness Criterion B2.  Aside from using a typical two-rater team for assessing student 

performance for the RH3 Communication Criterion B2, six different pairings of four raters were 

chosen to share the workload and derive the pass percentages for the RH4 Cultural and Global 

Awareness Criterion B2 for analysis.  The results obtained are encouraging news, which 

indicates that comparable performance ratings can be expected of the computer-aided process 

and flexibility can be built in when more raters would be needed for evaluating larger quantity of 

student submissions.   

Estimate Process Reliability 

Reliability indices offer a glimpse of the variability in the performance rating process due 

to differences in the application of rubrics between raters and self-consistency in the 

interpretation and subsequently the application of the rubrics by each rater.  Such examination is 

useful in determining how reliable the performance rating process is, as well as, offering 

directions for making specific improvement changes to the process.  For RH3 Communication 

Criterion B2, although the reliability indices indicated relatively good agreement between Rater 

1 and Rater 2 in judging performance and the yielded performance ratings were not likely 

coming through random guesses, they pointed out only a fair agreement in how Rater 1 and 

Rater 2 applied the rubrics individually and over time.  The fair intra-rater agreement triggered 

an audit into the norming activity involved prior to the starting of the rating event and it is clear 

that there was some difference in the interpretation of the rubrics by Rater 1 and Rater 2 for the 

experiment. 

For RH4 Cultural and Global Awareness Criterion B2, the reliability indices for both the 

inter-rater reliability for all six rating teams and the intra-rater reliability for all four raters 

suggested that the agreements among the four raters were high in applying the rubrics when 



89 

judging performances and self-consistency in applying the rubrics was maintained by each of the 

four raters.  When considering improvement changes using the derived reliability indices, they 

point to the needs for revisiting the norming activity for raters involved in judging submissions 

under the RH3 Communication Criterion B2 and reviewing the corresponding rubrics to clarify 

performance goals and expectations. 

When trait prevalence exists among the observed performance ratings as with the case for 

RH4 Cultural and Global Awareness Criterion B2, it becomes problematic, if not impossible, to 

derive the traditional kappa-like reliability indices.  In that situation, the more robust reliability 

indices such as G-Index and Gwet’s AC1 offer alternative ways to estimate the extent of 

agreement between raters. 

Estimate Process Efficiency 

Efficiency measure is only meaningful for consideration when the process itself is 

regarded valid and reliable.   Based on the results for estimating the validity and reliability of the 

computer-aided performance rating process in this study, the various indicators suggest that the 

computer-aided process is comparable to the traditional process.  Specifically with situations 

where high inter-rater reliability can be ascertained as discussed by Stemler (2004), the 

computer-aided process could be employed to improve the efficiency for applying the 

performance rating process.  Aside from using the computer-aided process to streamline the 

logistics for supporting the performance rating activities, efficiency can be further enhanced by 

division of labor while inter-rater reliability is being monitored in real-time.  The computer-aided 

process enables higher education institutions to explore the fit and feasibility of applying such 

direct assessment method for obtaining relevant information for making curriculum 

improvements, as well as, fine-tuning the assessment process itself. 
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Other Considerations 

Even though this study has chosen two typical student learning outcomes that can be 

found in many general education outcome statements posted by higher education institutions 

across the country, the performing rating process is by no mean restricted to serve as a quality 

measure at the institutional level.  As discussed in the earlier chapters, program-specific learning 

outcomes such as civil engineering and even course learning outcomes can also utilize the same 

process for assessing student competencies in specific program areas and for individual courses, 

particularly for those with multiple class sections.  Again, given that measuring academic quality 

is a multidimensional challenge, it is not to say that the performance rating process alone can 

answer all of the questions from diverse constituents about what students learn in college.  There 

are times that other quality measures such as standardized tests or student surveys could serve as 

effective means in addressing specific questions related to student learning.  However, the 

performance rating process, particularly in the computer-aided mode, can minimize the logistical 

challenges for conducting direct assessments of student learning and provide information that 

may inform both curriculum and quality process improvement changes. 

For this study, a dichotomous rating scale is chosen for judging the quality of 

performance that satisfies the competence expectations at the institutional level. Two-rater teams 

are used to provide the direct assessment of student work samples.   The corresponding reliability 

indices are chosen to help measuring the extent of agreement between raters accordingly. For 

other measurement settings such as program level assessment, other rating scales may apply.  

The corresponding rating scales may be polytomous, that is ordered category or purely nominal 

in nature, or continuous.   At the same time, multiple raters may be needed to assess student 

performance. In these cases, the reliability indices covered in the earlier chapters can be extended 
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to estimate rater agreement by using non-dichotomous rating scales and by having three or more 

raters involved in the performance rating process.  When continuous rating scale is chosen, 

additional parametric methods can be applied to estimate rater agreement such as intraclass 

correlations and related Analysis of Variance models.  Although various statistical methods for 

estimating the validity and reliability of the performance rating process are available for 

evaluating the quality of ratings derived from such process, it is important to first consider the 

explicit goals for the performance rating tasks and select the appropriate rating scales and 

number of raters to garner the desirable data for informing decisions.  For quality assurance 

purposes and measuring student competencies at the institutional level, a dichotomous rating 

scale such as pass or fail with the typical pairing of raters may be sufficient to determine if the 

performance goals are attained.  As for program or course level performance measurement, the 

specificity of expected performances could vary and so as the choice for identifying the 

appropriate rating scales and number of raters for measuring the desired traits.  For example, 

ABET accredited programs are expected to categorize and provide student work samples from 

courses into three quality groups—high, medium, low. If the performance rating process were 

applied in this case, the appropriate rating scale that satisfies this condition would be 

polytomous.  Another related consideration for program level measurement, in terms of 

efficiency of using performance rating process as a quality measure, is to utilize a curriculum 

map as discussed in earlier chapters to identify and coordinate data collection points and efforts.  

One of the ways to achieve greater efficiency is to consider using targeted course-embedded 

assignments that may inform improvement decisions on refining course, program and 

institutional outcomes.  In light of the current condition of the global economy and considering 

the ongoing trend of funding for higher education, strategic alignment of student outcome 
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assessment activities should be beneficial to higher education institutions to better allocate 

available resources for achieving the performance goals and responding to the question on 

educational outcomes. 

As reflected in the analysis of both inter-rater and intra-rater reliability indices for the 

RH3 Communication Criterion B2, the importance of having carefully constructed performance 

criteria and the associated rubrics are critical for successfully applying the performance rating 

process and yielding helpful information for making improvement changes.  Raters will face 

challenges in interpreting and applying the rubrics in the same manner for judging performance 

when the competence expectations are not clearly articulated.  Furthermore, the norming activity 

for establishing a common threshold in applying the rubrics for specific learning outcomes also 

plays an important role and it will have an influence to the outcome of the performance rating 

process.     

Last but not least, it is helpful to place the emphasis back on measuring academic quality 

through the lens of student learning outcomes assessment, given that teaching and learning are 

the crux of the education process.   Having an assessment plan and schedule to chart out the 

expected outcomes, types of quality measures and frequency of conducting each assessment 

appropriate for the level of measurement, such as course, program and institutional, should 

render the overall academic quality measurement process in a more consistent and manageable 

fashion.  It is true that establishing a clear and robust framework and articulating competence 

expectations according to the missions of the higher education institutions are no simple tasks; 

however, meaningful feedback is more likely to be acquired through such deliberate efforts in 

articulating the performance goals, aligning resources, and identifying the appropriate means to 

achieve them. Ultimately, it is impossible to determine the right course of actions or make any 
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improvement changes without measurement.  Keeping in mind the saying often attributed to 

Albert Einstein, “Not everything that can be counted counts, and not everything that counts can 

be counted,” or a similar phrase put together by Elliot Eisner (2005), “Not everything that 

matters is measurable, and not everything that is measurable matters,” serves as a helpful 

reminder that careful considerations should be made with regard to the practical importance of 

defining the key and relevant performance goals and choosing the appropriate measures for the 

tasks at hand. 

Conclusion 

This pilot study centered on the idea that one of the best measures of academic quality as 

suggested in the literature is through direct assessment of student learning, given the importance 

of student learning in the missions and purposes of all higher education institutions.  The 

research study responded to the call for empirical research into the performance rating process, 

offered descriptions of how such process would operate in academic settings, and examined the 

validity, reliability and efficiency of a computer-aided process.  Through the examination of the 

above three aspects of the computer-aided process, this study suggested that the computer-aided 

performance rating process would warrant a closer look by members of the educational 

community on the possibility of  adapting such process that could minimize the major and 

known drawbacks of direct assessment of student learning via the traditional performance rating 

process.   

With no end in sight for the ongoing financial crisis that restricts resources available to 

educational services, a viable and scalable performance measurement solution would be 

advantages for higher education institutions that seek to respond to the perennial question raised 
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by diverse constituent groups on what students learn at the institutions while gathering relevant 

information for making curricular improvement changes. 

Recommendations for Future Research 

This study is one of the first to compare a computer-aided performance rating process to 

the traditional one and to assess the validity and reliability of the computer-aided process.  It 

serves to fill a gap in our current understanding of the role of performance rating process for 

measuring academic quality and the feasibility of applying available information and 

instructional technology to mitigate the major drawbacks associated with such process.   There 

are numerous opportunities for further research of adaptability and sustainability of the 

computer-aided performance rating process.  The current study has obtained positive indicators 

from the experiments that the computer-aided process possesses similar operational 

characteristics as the traditional process.   

Further research might include replicating the experiments locally using a different batch 

of student work samples for the same outcomes, as well as, selecting different student learning 

outcomes to determine if the computer-aided process itself would continue to perform in a 

similar fashion.  Moreover, similar experiment could be replicated at other higher education 

institutions to examine the transferability of the computer-aided performance rating process.  

Additional study might estimate process reliability using polytomous rating scales and different 

sizes of rating teams using the computer-aided rating process to determine the scalability of such 

process under different sets of operating conditions.   

Given the establishment of common threshold in applying the rubrics during the rater 

training stage is important to the reliability of the overall rating process, it is recommended that 

further research to be conducted in determining the optimal settings for the norming activity, 
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such as the numbers and types of samples to be evaluated to help raters develop and maintain a 

common basis for reaching consensus in judging performance.   

Finally, with the proliferation of information and instructional technology and the 

advancement of statistical methods, it is highly recommended that the latest development 

associated with computer-aided performance rating process and reliability indices within the 

higher education community and in the fields of human performance technology, medicine and 

psychology should be monitored and reviewed.  New opportunities may be discovered and 

innovative solutions may then be adapted for measuring academic quality in a more effective and 

efficient way. 
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APPENDIX A: CERTIFICATION OF EXEMPTION (IR# RHS0135) 

Application for Review of Research Involving Human Participants and Related Documents 
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APPENDIX B: SELECTED OUTCOMES AND RUBRICS 

Selected Rose-Hulman Institutional Student Learning Outcomes and Rubrics 

RH 3.  Communication, regardless of the media, requires unique skills whether 

communicating with individuals or with groups. 

 

Criterion B2.  Adapt technical information for a non-specialized audience. 

Primary traits:  A passing submission for this criterion must: 

Address technical problems or concepts. 

Appear free of unexplained technical jargon and acronyms. 

 

Potential documents:  Documents appropriate for this criterion include (but are not limited to): 

An outreach presentation/activity teaching science, mathematics, or engineering content to K-12 

students; a description of current research in science, mathematics, or engineering written as if 

for submission to a popular press magazine or newspaper; an oral presentation to individuals 

skilled in disciplines other than the technical discipline of the subject matter. 

 

Additional information:   

1.  We define technical problems or concepts as related to science, math or engineering.  We 

would classify “economics” as a science.  Note that the type of science (social, physical, 

biological, etc.) is not specified. 

 

RH 4.  Cultural and Global Awareness requires perception and understanding of the 

cultural perspectives and social systems that define human communities. 

 

Criterion B2.  Analyze beliefs, backgrounds, cultures, or societies different from your own. 

Primary traits:  A passing submission for this criterion must: 

1.   Analyze, interpret, or evaluate aspects of a non-US culture/society, or of multiple 

cultures/societies (one of which may be from US). 

2.   Sustain an international and/or comparative perspective throughout. 

 

Potential documents:  Documents for this criterion may be drawn primarily from the HSS 

GLOBAL STUDIES category, courses whose primary focus is on the examinations of other 

societies or interrelationships among multiple societies. 

 

Additional information:  None. 
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APPENDIX C: ROSEVALUATION TOOL SCREENSHOTS 

Screenshots of the RosEvaluation Tool 
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APPENDIX D: ASCE CIVIL ENGINEERING B.O.K. 

ASCE Civil Engineering Body of Knowledge for the 21st Century 
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APPENDIX E: PERFORMANCE RATING PROCESS COMPARISONS 

Performance Rating Process Diagrams 
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APPENDIX F: RATER AGREEMENT INDICES FORMULAE 

Table 46 Distribution of Subjects by Rater and Response Category (1, 2) 

Rater B 
Rater A 

1 2 Total 

1 A B B1 = A + B 

2 C D B2 = C + D 

Total A1 = A + C A2 = B + D N 

 

I. Kappa-like Indices (Gwet, 2008a) 

 

Scott’s PI (PI): 

  , where p = (A + D) / N and  

Cohen’s Kappa (KAPPA): 

  , where p = (A + D) / N and  

G-Index ( GI): 

  , where p = (A + D) / N and q = number of response categories 

Gwet’s Agreement Coefficient 1 (AC1): 

 AC1  , where p = (A + D) / N and e(γ) = 2P1(1-P1), where  
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II.  Raw Agreement Indices (Uebersax, 2000) 

 

Proportion of Overall Agreement (p): 

 p = (A + D) / N 

Positive Agreement (pa): 

 pa = 2A / (2A + B + C)  

Negative Agreement (na): 

 na = 2D / (2D + B + C) 

 

Table 47 Distribution of Subjects by Rater and Response Category (+, -) 

Rater B 
Rater A 

+ - Total 

+ A B B1 = A + B 

- C D B2 = C + D 

Total A1 = A + C A2 = B + D N 
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