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Strong ultrafast demagnetization due to the intraband transitions

Mitsuko Murakami∗ and G. P. Zhang†

Department of Physics, Indiana State University, Terre Haute, IN 47809, USA

(Dated: July 5, 2023)

Abstract

Demagnetization in ferromagnetic transition metals driven by a femtosecond laser pulse is a

fundamental problem in solid state physics, and its understanding is essential to the development

of spintronics devices. Ab initio calculation of time-dependent magnetic moment in the velocity

gauge so far has not been successful in reproducing the large amount of demagnetization observed

in experiments. In this work, we propose a method to incorporate intraband transitions within

the velocity gauge through a convective derivative in the crystal momentum space. Our results

for transition-element bulk crystals (bcc Fe, hcp Co and fcc Ni) based on the time-dependent

quantum Liouville equation show a dramatic enhancement in the amount of demagnetization after

the inclusion of an intraband term, in agreement with experiments. We also find that the effect of

intraband transitions to each ferromagnetic material is distinctly different because of their band

structure and spin property differences. Our finding has a far-reaching impact on understanding

of ultrafast demagnetization.
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† guo-ping.zhang@outlook.com. https://orcid.org/0000-0002-1792-2701
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I. INTRODUCTION

Ever since the pioneering experiment by Beaurepaire et al. in 1996, ultrafast demagne-

tization driven by a femtosecond laser pulse has been one of the most-discussed problems

in solid-state physics [1]. When irradiated with a 620-nm mode-locked dye laser pulse of

duration 60 fs, a 22-nm nickel film was found to reduce its magnetization by more than

40% in 260 fs [2]. Before their experiment, it was believed that the spin relaxation time in

itinerant ferromagnets is of the order of 100 ps [3, 4]. Subsequent experiments have con-

firmed that the laser-induced demagnetization of ferromagnetic transition metals (Co, Ni,

Fe) indeed takes place within 500 fs (see Refs. [5–7] and references therein). Implication of

this femtomagnetism is profound and has lead to the development of spintronic devices such

as magnetic random access memory [8]. Building a consensus among theorists has not been

easy, however; possible explanations include, e.g., Stoner excitation [9], spin-orbit coupling

[10], domain-wall motion [11–13], transient exchange-splitting reduction [10, 14, 15], Fara-

day rotation [16], Elliot-Yafet scattering [4, 17, 18], magnon emission [19, 20], superdiffusive

spin transport [21, 22], ultrafast heating [23], and Einstein-de Haas effect [24]. Some of

these phenomena have similar time scales, which makes it challenging to distinguish the

prominent mechanism [25–28].

In the last several years, ab initio calculations of the ultrafast demagnetization of fer-

romagnetic materials were made, based on the time-dependent density functional theory

(TDDFT) [28–32] or the time-dependent Liouville density functional theory [33]. There

was a common problem in both approaches, that is, the amount of demagnetization turned

out too small to be compared with experiments. For a typical fluence of femtosecond lasers

(∼10 mJ/cm2), these ab initio calculations predicted less than 10% reduction in the magnetic

moments, whereas complete demagnetization of a pure-crystal Ni film has been reported ex-

perimentally at a moderate fluence of 4.43 mJ/cm2 [34]. One likely explanation to this

discrepancy between ab initio calculations and experiments is the effect of intraband tran-

sitions in the crystal momentum space [35, 36]. Time evolution of a state vector driven by

a laser field can be seen as a sequence of dipole transitions between the laser-accelerated

Bloch states. Intraband transitions connect those Bloch states which are in the same band

but of different crystal momenta k, whereas interband transitions connect those in differ-

ent bands at the same k. Their transition probabilities are proportional to dipole matrix
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elements between the Bloch states, but ease of calculation depends on the choice of gauge.

Although intra- and interband transition dipole moments are readily distinguishable in the

length gauge, calculation of position vector 〈r〉 for intraband transitions in particular involves

−i∇kδ(k−k′), which is highly singular, as well as Berry connections A = 〈−i∇k〉 which are

not uniquely determined in general [37]. Calculation of the dipole moment from a momen-

tum vector 〈p〉 in the velocity gauge, on the other hand, is more straightforward but does not

allow a separation of intraband and interband components. An alternative approach that

distinguishes the inter- and the intraband dipole moments is to use time-dependent basis

functions (Houston states) rather than Bloch states in the time evolution [38], but unlike

the velocity-gauge method, the Houston state treatment is numerically unstable when more

than a few low-lying energy bands are used [39].

In 2009, our velocity-gauge calculation based on the time-dependent quantum Liouville

equation (QLE) in Ref. [40] was able to show that the time evolutions of magnetic and dipole

moments are correlated, settling a decade-long debate as to whether measurements based on

the time-resolved magneto-optical Kerr effect (TRMOKE) could really probe magnetization

[41]. Yet, which type of transitions, intra- or interband, is more significant to femtomag-

netism remains unknown. Meanwhile, high harmonic generation from bulk crystals (ZnO,

GaSe, SiO2) in the terahertz, midinfrared, and ultimately the extreme ultraviolet (EUV) re-

gion has been reported since 2011 [42–44]. Calculations of solid-state high harmonic spectra

followed, which were obtained from the square modulus of Fourier-transformed expectation

values of the dipole moment, and showed that the contribution from interband transitions is

several orders of magnitude more intense than from intraband transitions for those harmonics

whose energy is beyond the minimum band-gap [39, 45, 46], although EUV high harmonics

of SiO2 were claimed to be from the intraband dipole only [44]. Similar investigations are

needed for the complete understanding of femtomagnetism.

In this paper, we study the ultrafast demagnetization of ferromagnetic solids of transi-

tion elements (bcc Fe, hcp Co and fcc Ni) by solving the time-dependent QLE. The velocity

gauge is used, but an effect of intraband transition is added using the convective derivative

[47–49]. The key idea is to replace the troublesome k-gradient operator in the convective

derivative with the energy derivative, which significantly simplifies the treatment of intra-

band transitions. In order to assess the effect of intraband transitions on demagnetization,

we introduce a parameter called the bracket energy in our calculation, which restricts the
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amount of energy an electron could absorb from intraband transitions (Fig. 1). Our re-

sults show that including an intraband transition term in the velocity-gauge QLE leads to

a dramatic enhancement in the amount of demagnetization in all three ferromagnets, in

accordance with experiments.

The paper is organized as follows. In Sec. II, we present our method and the rationale

behind the implementation of intraband transitions in the velocity gauge. Results and

discussions are presented in Sec. III, followed by our conclusion in Sec. IV. Atomic units

(m = e = ~ = 1) are used throughout, unless otherwise noted.

II. METHODS

A. Density Functional Theory

Let |ν,k〉 be the Bloch state of energy Eν,k, where ν and k are the band index and the

crystal momentum, respectively. It is the solution of the stationary Kohn-Sham equation

H0|ν,k〉 = Eν,k|ν,k〉, (1)

where H0 includes the single-electron kinetic energy operator and Kohn-Sham potential

[50, 51]. The Kohn-Sham potential is a functional of the electron density n(r), given by

n(r) =
∑

ν,k

Θ(EF − Eν,k)|ψν,k(r)|
2, (2)

where ψν,k(r) = 〈r|ν,k〉 is the coordinate representation of the Bloch states, and the Fermi

energy EF is chosen to satisfy
1

Ω

∫

Ω

n(r)d3r = N, (3)

in which N is the number of electrons in a unit cell of volume Ω. The step function Θ(EF−

Eν,k) in Eq. (2) ensures that all Kohn-Sham spin orbitals with energy Eν,k ≤ EF are singly

occupied, and empty otherwise.

We solve a set of Kohn-Sham equations (1) iteratively by using the full-potential linearized

augmented plane-wave (FLAPW) method implemented in the WIEN2K software [52, 53]. As

for the exchange-correlation term in the Kohn-Sham potential, the Perdew-Burke-Ernzerhof

(PBE) functional based on the generalized gradient approximation (GGA) is used [54]. The

spin-orbit coupling is included using a second-variational method in the same self-consistent

iteration [55]. All of our eigenstates are spin-mixed and have two components.

4



B. Quantum Liouville Equation

The time-dependent Kohn-Sham orbital for the ith electron (i = 1, 2, · · ·N) is expanded

in the basis of Bloch states as

|ψi(t)〉 =
∑

ν,k

ciν,k(t)|ν,k〉, (4)

with the normalization condition: 〈ψi(t)|ψi(t)〉 = 1, which in light of the orthonormality

〈νk|ν ′k′〉 = δνν′δk,k′ of Bloch states implies

∑

ν,k

|ciν,k(t)|
2 = 1. (5)

The expansion coefficients ciν,k(t) = 〈ν,k|ψi(t)〉 are then called the crystal momentum rep-

resentation of a state vector [37].

The density operator of Kohn-Sham orbitals is defined by

ρ(t) ≡
∑

i

|ψi(t)〉〈ψi(t)|, (6)

whose matrix elements in the Bloch basis are

ρkνν′(t) = 〈νk|ρ(t)|ν ′k〉 =
∑

i

ci †ν,k(t)c
i
ν′,k′(t). (7)

The initial state of the density matrix is given by

ρkνν′(0) = δνν′Θ(EF − Eν,k), (8)

which is consistent with the ground-state electron density given by Eq. (2).

We evolve the density operator (8) by solving the time-dependent quantum Liouville

equation (QLE) in the velocity gauge; that is,

i~
∂ρ

∂t
= [H0 +HVG

I , ρ(t)]. (9)

In the limit of dipole approximation, the interaction Hamiltonian in the velocity gauge is

[56, 57]

HVG
I = −p ·A(t), (10)

where A(t) is the vector potential of a circularly-polarized driving laser field of a Gaussian

envelope on the xy-plane, given by

A(t) = A0e
−t2/τ2 [(cosωt)x̂± (sinωt)ŷ] , (11)
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where τ is the laser pulse duration. A linearly polarized driving laser pulse can similarly be

implemented as well. Accordingly, Eq. (9) in the matrix-element form becomes [58]

i~
∂ρkνν′

∂t
= (Eν,k − Eν′,k)ρ

k

νν′ −A(t) ·
∑

µ

(

pk

νµρ
k

µν′ − ρkνµp
k

µν′

)

, (12)

where k is time-independent. pk

νν′ = 〈ν,k| − i∇r|ν
′,k〉 is the momentum matrix element

between energy bands ν and ν ′ is calculated within a module of the WIEN2K code using

the LAPW basis [59]. Then, the expectation value of a magnetization is evaluated at each

timestep as

〈M(t)〉 =
∑

k

Tr(ρk(t)Sk), (13)

where S
k = Sk

x x̂+ Sk

y ŷ + Sk

z ẑ is the spin matrix vector in the LAPW basis [58].

There is an important advantage of the velocity gauge over the length gauge in the crystal

momentum representation that, as long as the dipole approximation holds and electron

scattering is neglected, HI induces no coupling between different values of crystal momentum

k. This is because of the Bloch theorem:

ψν,k(r+Rm) = eik·Rmψν,k(r), (14)

where Rm are the translational lattice vectors (m = 1, 2, · · · ), and of the fact that the

momentum operator p = −i∇r is invariant of space translation. As a result, the transition

moment in the velocity gauge couples two Bloch states as [60]

〈ν,k|p|ν ′,k′〉 =
∑

m

e−i(k−k′)·Rm

∫

Ω

ψ∗
ν,k(r) (−i∇rψν′,k′(r)) dr ∝ δk,k′ , (15)

in which the integral is taken over a unit cell with Rm = 0. On the other hand, the position

operator r in the length gauge does not conserve the crystal momentum k, and the transition

dipole matrix elements involve the off-diagonal Berry connections Ak,k′

ν,ν′ ≡ 〈ν,k|− i∇k|ν
′,k′〉

[35, 61].

It is insightful to note that the QLE in the crystal momentum representation (12) becomes

the semiconductor Bloch equations [36, 62] if the density matrix elements are given by

ρkνν′ ≡ 〈a†ν,kaν′,k〉, where a
†
ν,k and aν,k are creation and annihilation operators for the Bloch

states, diagonal terms (ν = ν ′) describing the population and off-diagonal terms (ν 6= ν ′)

the coherence [63].
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C. Treatment of intraband transition

The QLE (Eq. 12) in the velocity gauge using the time-independent k in the previous

section has a deficiency. Consider the system only has a single band, such as the nearly

free-electron model. Equation (12) is reduced to

i~
∂ρkνν
∂t

= (Eν,k − Eν,k)ρ
k

νν −A(t) ·
(

pk

ννρ
k

νν − ρkννp
k

νν

)

= 0. (16)

This demonstrates that if we ignore the time dependence in k, the density in the velocity

gauge remains unchanged, so is any observable, which is clearly invalid.

Physically, even a static field F moves one electron from k1 to k2. To see this, suppose

that our one-dimensional system is along the x axis. The crystal momentum kx(t) at time

t is connected with the initial kx(0) through [64]

kx(t) = kx(0) + Ft/~. (17)

In the velocity gauge, the spatial change is now translated to the crystal momentum k

change in time as k(t) = k(0)−A(t).

The situation resembles the classical Boltzmann equation, which, besides the time-

dependence, depends on both the position and velocity [64]:

∂f

∂t
+ v · ∇rf +

dv

dt
· ∇vf =

(

∂f

∂t

)

coll

, (18)

where f is the distribution function and the right hand side is due to collisions. Since

the diagonal element of a density matrix is just the distribution used in the Boltzmann

equation, one can see the direct connection between the quantum and classical mechanics

and the result must agree with each other a single band limit.

Now we can understand how Eq. 16 fails. Although its time-derivative is zero, ρ is

changed through ρk(t). A simple solution might be to change every k to k(t) in Eq. 12,

but it would introduce two difficulties. First, Eq. 12 becomes a time-dependent functional

differential equation, unsolvable in general. Second, the pure intraband transition has no

memory effect. Once the laser field is gone, ρ returns to its original value, so the intraband

transition alone cannot describe demagnetization and we must include interband transitions.

A compromise is to rewrite dρk(t)/dt = ∂ρk(0)/dt+ ∂ρ/∂k · ∂k/∂t, where ρk(0) is the density

for the time-independent k. Therefore, the partial time-derivative on the left hand side of
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Eq. (12) becomes the convective derivative as [47–49]

d

dt
−→

∂

∂t
+ vk · ∇k. (19)

where vk ≡ ∂k/∂t. Because k(t) = k(0)−A(t), we write [38]

vk = −
∂A

∂t
= E(t). (20)

The derivative with respect to the crystal momentum in the convective derivative is

numerically challenging, and it is often obtained through Wannier functions [37]. We shall

instead rewrite the k-gradient of Eq. (19) in terms of band energy Eν,k as

∇k =
∂

∂k
=
∂Eν,k

∂k

∂

∂Eν,k

= pk

νν

∂

∂Eν,k

, (21)

where pk

νν = ∂Eν,k/∂k are the group velocity of an electron in the νth band [65]. Then, we

can write

vk · ∇k = E(t) · pk

νν

∂

∂Eν,k

. (22)

Therefore, the equation (12) becomes

i~
∂ρkνν′

∂t
= (Eν,k − Eν′,k)ρ

k

νν′ −A(t) ·
∑

µ

(

pk

νµρ
k

µν′ − ρkνµp
k

µν′

)

− E(t) · pk

ννδνν′
∂ρkνν′

∂Eν,k

. (23)

Therefore, the energy derivative of diagonal elements (which account for the intraband

transition) in the last term of Eq. (23) is calculated as

∂ρkνν
∂Eν,k

≈
∑

µ

Θ(Eb − |Eµ,k − Eν,k|)
ρkµ,µ(t)− ρkν,ν(t)

|Eµ,k − Eν,k|
, (24)

where the step function assures that the summation over µ is zero unless the energy difference

between Eµ,k and Eν,k is within a bracket energy Eb. The bracket energy is a parameter

used in our calculation to control the amount of intraband transitions.

We should note that expressing the k-gradient operator as a product of the group velocity

and the energy derivative as in Eq. (21) is not a new idea, for it has similarly been used in

the transport theory which assumes the electron number density to be [66]

n(k, E) = f(E) + n[1](k), (25)

that is, the k-dependence is simply the first-order correction to the Fermi distribution f(E).

Under the steady state (∂n/∂t = 0) and the closed circuit (∇n = 0) conditions, the above

assumption leads to
n[1](k)− n̄[1]

τ
= −E(t) · p

∂f

∂E
, (26)
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where τ is so-called the transport relaxation time, and n̄[1] is a constant. This intraband

transition provides a basis for a possible demagnetization mechanism in the crystal mo-

mentum space, just as the superdiffusive spin transport in real space has been proposed

phenomenologically [21].

Our present calculation does not include the effect of electron-phonon scattering, which

could be incorporated by adding a phenomenological dephasing term in Eq. (23) [61, 62].

In general, the electron-phonon scattering leads to remagnetization after approximately 1

ps, due to the equilibration of electron temperature with phonons [67]. Since we compare

our results with experiments at a shorter time window before remagnetization starts around

1 ps, however, adding the dephasing term is not necessary. Equation (23) provides a way

to include an intraband term in the QLE using the velocity gauge, which is simpler than a

prior study [61].

III. RESULTS AND DISCUSSIONS

Our prior study based on TDDFT demonstrated that the electron correlation and the

memory kernel frequency dependence in a density functional could bring a strong demagne-

tization [10]. The net effect is to build in more spin flipping contribution. This motivated us

to wonder whether the intraband transition can do the same job. However, our prior study

did not include the intraband transition.

A. Effects of intraband transitions

In this section, we study the demagnetization of three ferromagnetic materials, bcc Fe,

hcp Co and fcc Ni, driven by a circularly-polarized, ω = 1.6 eV (775 nm) laser pulse of

duration τ = 60 fs. In Fig. 2, we plot the time profile of normalized magnetization of three

ferromagnetic crystals, bcc Fe, hcp Co and fcc Ni, driven by a circularly-polarized, 1.6 eV,

60 fs laser pulse of peak vector potential A0 = 0.05 V·fs/Å, when the bracket energies Eb in

Eq. (24) are set to (a) zero, i.e., there are no intraband transitions, or (b) the cutoff values

(Eb = 1 eV, 3 eV and 1.5 eV, respectively) which achieve the maximum demagnetization.

Different Eb is necessary since three ferromagnets have different band structures. Fig. 2

shows that the inclusion of intraband transitions to the QLE (23) dramatically enhances the
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demagnetization from 1-5% in (a) to 50-90% in (b). This is in accordance with the experi-

ments where moderate fluences (∼ 10 mJ/cm2) were sufficient to demagnetize ferromagnets

more than 50% [34, 67–69]. Previous ab-initio studies using the velocity gauge, based either

on the time-dependent density functional theory [28–32] or the time-dependent Liouville

density functional theory [33, 70], were unable to achieve demagnetization of ferromagnets

greater than 10% when using the experimental fluence, and that is most likely because they

did not explicitly include the intraband transitions in their calculations. We also find that

a linearly-polarized pulse works as well, as shown with dash-dotted line in Fig. 2(b).

In our bulk materials, without interfaces or surfaces, the spin moment is reduced due to

the transition from the 3d bands with a larger spin moment to the 4sp bands with a smaller

spin moment. Because the 3d bands have a stronger exchange interaction, the spin majority

and minority bands split, but in the excited states the 4dp bands are weakly spin-polarized.

The presence of spin-orbit coupling (SOC) mixes the minority and majority spin states, and

allows the spin flipping transitions, which reduces the total spin moment. In the absence

of SOC, the spin moment cannot be reduced in this picture. There are other mechanisms

for demagnetization without SOC. One is to allow the spin to transport from one part of

the sample to another. The part losing the majority electron sees the decrease in the spin

moment. The receiving end sees the increase in spin moment. Another one is the spin wave

excitation [71].

B. Bracket energy dependence

Figures 3(a)-(c) show the amount of demagnetization at the end of a laser pulse,

Mz(∞)/M0 − 1, as a function of bracket energy Eb in Eq. (24). The bracket energy is a

parameter we use to control whether a state enters the intraband transition calculation. In

particular, zero bracket energy means no intraband transition. For each sample (bcc Fe, hcp

Co and fcc Ni), results with two different peak vector potentials are shown, A0 = 0.01 V·fs/Å

and 0.05 V·fs/Å, whose corresponding incident fluences are F0 =
√

π
2
cǫ0
2
(ωA0)

2 = 0.587

mJ/cm2 and 14.7 mJ/cm2, respectively, comparable to the fluence used in a recent ex-

periment (0.5-15 mJ/cm2) of Ref. [69]. There is a common trend with both fluences in

Figs 3(a)-(c), namely, the magnetization decreases first as the amount of bracket energy

increases, and then either stabilizes (for bcc Fe) or starts to increase slightly (for fcc Ni,
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and hcp Co when driving-laser vector potential is stronger). The largest magnetization

reduction of each material in Fig. 3(a) occurs when Eb = 3 eV for Fe, 1.5 eV for Co and 1

eV for Ni. Extension of bracket energy beyond these cutoff values does not contribute to

further demagnetization.

For bcc Fe, the amount of demagnetization in Fig. 3(a) stabilizes at -20% and -60% for

A0 = 0.01 V·fs/Å and 0.05 V·fs/Å, respectively, once the bracket energy reaches its cutoff

value. On the other hand, the loss of magnetization in fcc Ni in Fig. 3(c) peaks at the cutoff

(1 eV), beyond which the final magnetization slightly increases with the bracket energy for

both fluences. Similar increase is observed with hcp Co in Fig. 3(b) as well, but only for

the higher fluence (open triangles). Since we do not include the effect of dephasing due

to electron-phonon scattering in our present calculation, it is not obvious what causes this

increase in final magnetization when we allow the bracket energy to exceed the cutoff value.

One possible explanation is that the driving laser is causing the ringing of spin magnetic

moments, which is known to make the spin magnetic moment to flip back to the initial state

[11]. To find out if the ringing is in fact causing the increase of final magnetization, we plot

the total energy absorption by electrons as a function of bracket energy in Figs 3(d)-(f).

Notice that the change in the final magnetization of hcp Co and fcc Ni beyond the cutoff

energy in Figs 3(b) and (c) is associated with the increase of absorbed energy in Figs 3(e)

and (f). This supports the idea that absorption of extra energy beyond the cutoff (i.e., the

maximum energy an electron could gain by intraband transitions) may cause the ringing and

disturb demagnetization. Fig. 3 further suggests that higher fluence is more prone to cause

the ringing in Ni and Co, whereas Fe is not susceptible to the ringing. This is reasonable

because Fe has fewer valence electrons than Co or Ni. Another striking observation in

Fig. 3 is that the hcp Co crystal is least efficient in converting the absorbed energy into

demagnetization. The cutoff energy of hcp Co (1.5 eV) is near resonant with the driving

laser (1.6 eV), which explains the largest energy absorption of hcp Co in Fig. 3(e), but

the resulting demagnetization of hcp Co in Fig. 3(b) is the smallest of all three samples,

consistent with the experimental observation of pure Ni, Fe and Co films in Ref. [69]. It is

fascinating to find such diverse responses from different ferromagnets under the same laser

pulses in Fig. 3, reflecting on their underlying band structures.
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C. Band structure and cutoff bracket energy

The fact that the cutoff bracket energies in Fig. 3 are independent of driving-laser fluence

suggests that their origin is not dynamical but structural. Therefore, we plot the band struc-

tures of bcc Fe, hcp Co and fcc Ni in Fig. 4. Observation of Fig. 4 reveals that cutoff bracket

energy in Fig. 3(a)-(c) corresponds to the depth of a 3d band in each ferromagnetic crystal.

That is, maximum demagnetization in each ferromagnet is achieved when an electron gains

enough energy to move up to the top of a 3d band via intraband transitions. Notice in

Fig. 4(a) that the 3d band of bcc Fe crosses the Fermi level (horizontal dashed line) and

ends around 2.6 eV (dash-dotted line). Measured from the bottom of the 3d band at the Γ

point, this energy naturally sets the upper limit for our bracket energy. The band structures

for hcp Co and fcc Ni in Fig. 4(b) and (c) have shallower 3d bands than bcc Fe. With one

and two more electrons, the available number of 3d states is reduced. This explains why the

cutoff values in the bracket energy of Fig. 3 are the largest for Fe (3 eV), 1.5 eV for Co, and

the smallest for Ni (1 eV).

The above analysis indicates that we should be cautious about setting an arbitrary large

bracket energy in Eq. (24). In fact, the bracket energy in our calculation ought to be

determined by the depth of the highly localized 3d band of each metal. Using a too large

bracket energy involves the highly dispersive 4sp band and should be avoided because the

intraband transition is not supposed to change the band character. After all, the intraband

transition is electron dynamics within the band itself. The successful treatment of intraband

contribution to demagnetization relies on the proper treatment of 3d states. These are the

same states that real space spin transport depends on.

In order to further study the effect of intraband transitions to demagnetization, we plot

in Fig. 5 the total absorbed energy against the percent magnetization reduction of Fig. 3

for various bracket energies. The bracket energy in Fig. 5 is restricted below the cutoff

values to avoid highly dispersive 4sp bands. There is a clear positive correlation between

the two variables in Fig. 5. Moreover, we find that the amount of energy gained from the

intraband transition does not universally determine the amount of demagnetization; rather,

its efficiency for demagnetization depends on atomic species. For example, the unoccupied

3d band of bcc Fe in Fig. 4 is three times deeper than fcc Ni in Fig. 4, but bcc Fe in

Fig. 3(a) does not demagnetize as much as fcc Ni in Fig. 3(c). For bcc Fe and hcp Co, linear

12



regression of Fig. 5 gives 13% and 10% magnetization reduction per eV of absorbed energy,

respectively, whereas fcc Ni demagnetizes more than 80%.

D. Comparison with prior experiments and theories

Finally in Fig. 6, we plot the amount of maximum demagnetization in each ferromagnetic

sample predicted by the QLE for various incident fluences. Also shown for comparisons are

experimental results [2, 4, 18, 25, 34, 67–69, 72–75] and the time-dependent density func-

tional theory (TDDFT) calculations by the ELK software in Ref. [28]. Direct comparisons

with experiments are difficult because measurements of magnetization are influenced by the

thickness of crystals [34] as well as the temperature [67]. Under the assumption of linear

absorption, the in-situ laser fluence decays exponentially as it penetrates through a crystal

[34]. Therefore, demagnetization measured in experiments is expected to be less effective

than our theoretical calculation predicts. This is probably why our QLE calculations tend

to demagnetize better than experiments do, particularly when the incident fluence is below

10 mJ/cm2. It is contrasting that the QLE predicts larger demagnetization than most ex-

periments whereas the ELK calculations tend to predict less in Fig. 6. This is expected,

since we maximize the demagnetization due to intraband transitions by letting the bracket

energy in Eq. (24) be the cutoff value when solving the QLE for these figures. The ELK

calculation (which is based on the velocity gauge, similarly to ours), on the other hand, do

not explicitly incorporate the intraband transitions, which underestimates the amount of

induced dipole moment and thus demagnetization. Fig. 6 shows that the effect of intraband

transition cannot be ignored when calculating the demagnetization of ferromagnetic crystals.

IV. CONCLUSION

We have shown that intraband transitions have a significant effect on demagnetization

in all three transition-element ferromagnets. The contribution of intraband transitions to

demagnetization in each element is different because of the band structure difference. The

amount of spin moment reduction, under the same experiment laser fluence, is now com-

parable to the experimental data. Our method is based on the time-dependent Liouville

equation using the velocity gauge, which is advantageous over the length gauge where differ-

13



ent crystal momenta are coupled to each other. In this work, we only address the maximum

demagnetization and in the future we plan to investigate the time profile of demagnetization,

so we can compare with experiments to the full extent [68]. Our work paves the way to fully

understand laser-induced ultrafast demagnetization.
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[14] H.-S. Rhie, H. A. Dürr, and W. Eberhardt, Femtosecond electron and spin dynamics in

Ni/W(110) films, Phys. Rev. Lett. 90, 247201 (2003).

[15] G. M. Müller, J. Walowski, M. Djordjevic, G.-X. Miao, A. Gupta, A. V. Ramos, K. Gehrke,

V. Moshnyaga, K. Samwer, J. Schmalhorst, A. Thomas, A. Hütten, G. Reiss, J. S. Moodera,
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FIG. 1. (Color online) (a) Ultrafast demagnetization of ferromagnets using a femtosecond laser

pulse. Demagnetization takes place in less than a picosecond, followed by slower remagnetization

during which electron temperature cools off via electron-phonon scattering. (b) Electron dynam-

ics in the crystal momentum representation can be described as a sequence of dipole transitions

between the accelerated Bloch states of crystal momentum k(t) = k(0) −A(t). The driving laser

causes both inter- and intraband transitions above the Fermi energy EF, which equilibrate the

density of states (DOS) between major and minority spins. Calculation of intraband transitions

involves the gradient of electron wave functions with respect to crystal momentum vector k, which

can be replaced with derivatives with respect to energy. To assess the amount of intraband dipole

transitions contributing to demagnetization, we can restrict the change in energy within a bracket

energy Eb and see how it affects the loss of magnetization.
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FIG. 2. (Color online) Normalized magnetization of bcc Fe, hcp Co and fcc Ni as a function of time,

when the bracket energy Eb in Eq. (24) is set to (a) zero, i.e., there is no intraband transition, and

(b) their cutoff values (1 eV, 3 eV and 1.5 eV, respectively) to achieve the theoretically maximum

magnetization reduction. The 1.6 eV (775 nm) driving laser pulse is circularly polarized and has a

vector potential of duration τ = 60 fs and a peak strength of A0 = 0.05 V·fs/Å, whose corresponding

fluence is F0 =
√

π
2
cǫ0
2 (ωA0)

2 = 14.7 mJ/cm2. Also shown in (b) with a thin dash-dotted line is a

result for fcc Ni using a linearly-polarized laser with the same duration and peak strength. We see

that the demagnetization by a linearly-polarized laser is not as effective as a circularly-polarized

one.
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FIG. 3. (a)-(c): The percent reduction in the amount of magnetic moment at the end of a circularly-

polarized ω = 1.6 eV (775 nm) laser pulse of duration τ = 60 fs, as a function of bracket energies

Eb in Eq. (24). For each ferromagnetic sample (bcc Fe, hcp Co and fcc Ni), results with two

different peak vector potentials are shown: A0 = 0.01 V·fs/Å and 0.05 V·fs/Å. The corresponding

fluences are F0 =
√

π
2
cǫ0
2 (ωA0)

2 = 0.587 mJ/cm2 and 14.7 mJ/cm2, respectively. (d)-(f): The total

absorbed energy by electrons at the end of the laser pulse.

FIG. 4. Band structure of (a) bcc Fe, (b) hcp Co and (c) fcc Ni. For each crystal, a dash-dotted

line is drawn at the peak of the 3d band, and a dash line is the Fermi level at 0 eV. We find that

the depth of the 3d band at the Γ point measured from the dash-dotted line is roughly 1 eV, 3

eV and 1.5 eV, respectively, corresponding to the cutoff bracket energies which give the largest

magnetization reduction in Fig. 3(a).
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energy for each ferromagnetic crystal is restricted below their cutoff value in order to avoid highly

dispersive 4sp bands.
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FIG. 6. Normalized magnetization at their minimum (before remagnetization starts due to electron-

phonon scattering) of (a) bcc Fe, (b) hcp Co and (c) fcc Ni as a function of incident fluence. Solid

lines are our solutions of the quantum Liouville equation (QLE) with the cutoff bracket energy

(Eb = 1 eV, 3 eV and 1.5 eV, respectively), and dotted lines are experimental results of Refs. [4,

34, 67–69, 72, 73]. The 1.6 eV (775 nm) driving laser pulse in the QLE calculation has a duration

of τ = 60 fs. Note that the results of You et al. in Ref. [34] are given in terms of absorbed fluence

which should be several times smaller than incident fluence. Also shown are the TDDFT calculation

based on the ELK code in Ref. [28] and the experimental results of Refs. [2, 18, 25, 74, 75].
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