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Abstract 

Despite the critical role of gene regulation in cell  development and differentiation, the major

challenge remains to identify the cis-regulatory modules (CRMs). Mainly, these CRMs include

enhancers, promoters and insulators that governs the spatiotemporal gene regulation. The gene

regulatory networks are highly dependent on their CRMs and mostly consist of DNA motifs and

epigenetic landmarks.  The recent advancements in high-throughput sequencing techniques and

comparative  genomics  analysis  accelerate  the  discovery  of  enhancers,  however  the  major

obstacles  are  to  identify  the  genome-wide location  of  these  CRMs,  their  dynamic  nature  of

interactions, and cis/trans location which could be hundred to thousands base pairs away from

the target gene location. The goal of this literature review is to provide an insight into the CRMs

specifically enhancers, how they modulate gene expression, mutations that converts normal cell

into a disease-state such as cancer.  Also, this embedded review article is focused on the use of

computational  strategies  coupled  with  the  biochemical  assays  to  predict  functional  gene

enhancers. The  computational  strategies  such  as  window  clustering,  probabilistic  modeling,

phylogenetic footprinting and discriminative modeling are briefly discussed to scan and locate

the putative gene enhancers. Besides theses, biochemical  techniques  such as ChIP-seq, DNA

footprinting, and deletion mapping are briefly reviewed in Drosophila to predict functional gene

enhancers and dissecting gene regulatory networks.  In addition,  this  review article  may help
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bench scientists to incorporate bioinformatics tools with biochemical techniques to scan, locate

and verify gene enhancer regions within a cell. With best of our knowledge, this is a first-time

effort to combine insilico, in vitro and in vivo techniques to explore the connections between

CRMs and gene regulation.

Keywords

Gene  Enhancers,  Cis  regulatory  modules,  ChIP-seq,  Deletion  Mapping,  Cancer,  Gene

Expression. Cancer, Computational Biology.

Introduction

An interesting question in developmental biology is deciphering how multiple cues are integrated

to determine where and under what conditions a specific gene is expressed. Despite all cells in an

organism having the same genetic makeup, only a subset of these genes is expressed in each type

of cell, thereby providing each cell type with a unique identity. The difference in gene expression

is derived by regulatory regions of DNA called enhancers, which bind with specific proteins

called transcription factors (TFs) to regulate gene expression. The challenge is still on identifying

the multiple signals, which coordinate and communicate with each other to drive the expression

of a  particular  gene.  The integration of multiple  signals from different  Transcription Factors

(TFs) mediates the spatial  and temporal  gene expression in a tightly  controlled environment.

Thus, a specific gene expressed in a specific tissue at a specific time is highly dependent on TFs.

Any mutation these TFs or their associated proteins results in an up and down regulation of gene

expression which leads to multiple disorders such as different type of cancer [1]

The TFs and their binding sites are essential for a normal gene activity and controls the rate of

gene transcription. Mainly, enhancer (CRMs modules) consists of single or multiple binding sites

for a variety of TFs that modulate a gene expression either in a direct or indirect way. For direct

transcriptional control,  an activator (TFs) binds to an enhancer region without any additional
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support to initiate gene transcription. However, the indirect transcriptional control acts through

cofactors/additional TFs to regulate a gene activity [2]

Gene Enhancers

The enhancer consists of sequence-specific DNA binding sites known as Transcription Factor

Binding Sites (TFBS) along with some other signals necessary to regulate a gene expression. The

average size of an enhancer is a few hundred to a few thousands base pairs (bp) long. These

enhancers make a loop-like structure and recruit TFs to regulate a gene expression as depicted in

figure  1.  Generally,  enhancers  are  divided  into  two  broad categories  known as  short-range

(proximal) and long-range (distal) enhancers. Super-enhancers are also found in the mammalian

genome where multiple enhancers are present with an array of TFs bound to these enhancers [3]. 

Mechanism of Action

Enhancers acts in a cooperative manner or in a stand-alone mode. Single or multiple TFs can

bind to an enhancer region. If a TF binds to an enhancer and serve as a docking site for another

TFs to activate or repress gene expression, it reflects cooperative or indirect mode of action,

whereas the direct mode of action (stand-alone) shows a TF directly binds to the target site and

act as an activator/repressor without any additional support as shown in figure 2 [2]. In addition

to direct and indirect mode of action, it also depends upon the (i) binding occupancy of each TF,

and (ii) their orientations with respect to Transcription Start Site (TSS) and enhancer category

(proximal vs. distal enhancer) in driving gene expression (figure 3)

Transcription Factors (TFs): TFs are prerequisite for an efficient gene transcription. This binds

on enhancers regions and drives gene expression. Most of the transcription factors reported so far

consist of DNA binding domain and activation domain. A brief detail of each TF is below

Helix-loop-Helix motif (HLH)
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HLH TFs  consist  of  basic  amino  acids  that  contact  with  DNA and  neighboring  regions  to

mediate dimmer formation. Dimmer is formed due to flexibility of loop which allows folding

and packing against the other helix (figure 4). These TFs play a role in cell development and

differentiation. MyoD1 is an example of HLH TF that binds to E2A protein [3]

Helix-turn-Helix motif (HTH) 

The HTH binding motif consists of a pair of α helices separated by a light turn. The second α

helix

 lies in the major groove of DNA where it contacts with DNA bases, whereas the first α helix

make

contact with DNA backbone as shown in figure 5 [4]

Zinc Finger domain

Zinc finger domains are mainly responsible for inducing growth and differentiation. These TFs

were first  identified  in  the  Xenopus model  organism.  The  residues  cysteine  and  histidine

coordinate with zinc ions and form a zinc  finger-like projection. Zinc fingers consist  of an α

helix  and  β  sheet  held  together  by  zinc  ions  (figure  6).  Typically,  a  finger motif  has  the

following sequence:  Cys-X2 or  4-Cys-X12-His-X3-5-His.  Several  proteins  having  zinc  finger

binding sites have been identified such as TF SP1[4]

Leucine zipper motif

The conserved sequence of Leucine zipper motif was first discovered in eukaryotic proteins and

has  a  critical  function  in  cell  differentiation  and  development.  Leucine  zipper  contains  4-5

leucine located seven residues apart found in the basic amino acid region. These two regions

spread over 60-80 residues, together constitute bZIP domain. The basic region is held together by

dimerization  of  adjacent  zipper  regions,  when  hydrophobic  faces  of  two  zippers  interact  in
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parallel orientation, the leucine zipper part stabilizes the protein dimmer as shown in figure 7

[4]. Different types of TFs are summarized in table 1. 

Table 1: Transcription Factors Domains and their Function 

TFs Domain Role Function containing

domain

Gene ID 

(NCBI)

OMIM Chr 

location

Homeobox DNA binding

Numerous Drosophila

homeotic genes related

genes in other organisms

such as Cad, Abd-A/B

CG1759

CG10325

CG11648

600297

142951

142956

2L

3R

3R

Cysteine-histidine

zinc finger
DNA binding TFIIIA, Kruppel, Spl

2971

9314

600860

602253
13

9

Cysteine-cysteine

zinc finger
DNA binding

Steroid-thyroid hormone

receptor family
*NA *NA *NA

Leucine Zipper
Protein

Dimerization

C/EBP, c-fos, c-jun, GCN4,

c-myc

2353

3725

164810

165160

14

1

Helix-loop-Helix
Protein

Dimerization

c-myc, Drosophila

daughterless, MyoD, E12,

E47

4609

4654

190080

159970

8

11

Proline-rich region
Gene

Activation

Yeast GCN4, GAL4, steroid-

thyroid

V

XVI

856709

855828
--

Glutamine-rich

region

Gene

Activation
SP1 6667 189906 12

Amphipathic acidic

alpha-helix

Gene

Activation
CTF/NF1 4763 613113 17

*NA = Not available

Enhancers and Their Associated Diseases

Based on the critical importance of enhancers in gene regulation (activation or inhibition of gene

expression), it is not surprising that any change in the enhancer itself or its associated factors can
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result in disease. For a detailed review, please see the Jaret M. Karnuta1 and Peter C. Scacheri,

2018 [7]. 

Enhancers and their Role in Cancer

Disease can appear if a TF is up or down regulated (ectopic activation of gene expression) or

becomes active at the wrong time or in the wrong place. The mis-regulation of gene expression

plays a major role in the development of certain types of cancers. For instance, over-expression

of proto-oncogenes results in 'cancer-causing' oncogenes, particularly the gene responsible for

cell growth. A few examples are the growth factors and their receptors (erbA, fos, myb, and myc)

that encode TFs necessary for growth turned into oncogene if there is any mutation associated

with these factors or their genes. Thus, the conversion of these protooncogenes into oncogenes,

which  can  occur  either  by  mutation  (over-expression  or  under-expression)  corresponds  to  a

difference in gene regulation pattern which results in cancer [8,9]. Table 2 briefly describes TFs,

mutations, and cancer types. A detailed consists of mutation in enhancers regions and their effect

or organism type is provided in the supplementary data files  (Table 3). The mutations include

insertion/deletion,  translocation,  inversion,  duplications,  and  point  mutations  with  phenotype

defect, NCBI gene ID, chromosome location and OMIM record are provided below.

Table 2:  Different type of cancers and their association with enhancer malfunctioning

Cancer types Mutations
Gene ID

(NCBI)
Chr MIM record Ref.

Breast, prostate FOXA1 3169 14 602294 10

Lung, AML RAD21 5885 8 606462 11

Burkitt’s lymphoma
IGH/MYC

translocation
4609 8 190080 12
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Breast, lung GATA3 2625 10 131320 13

Transitional cell carcinoma NIPBL 25836 5 608667 14

Urothelial, bladder, breast,

head, and neck
CTCF 10664 16 604167 15

B-cell lymphoma, lung EZH2 2146 7 601573 16

Bladder, glioblastoma, lung,

urothelial
STAG2 10735 X 300826

17

Bladder, AML, lung SMC3 9126 10 606062 18

Bladder, lung, urothelial,

and breast

MLL2/MLL3/

MLL4
8085 12 602113 19

*Chr: Chromosome 

*OMIM: Online Mendelian Inheritance in Man (database for human disease)

An example is fos and jun TFs. These are normally synthesized transiently in response to growth

promoting signals and act to activate the genes encoding specific proteins required for cellular

growth. If for any reason these proteins are continuously expressed (over-expression), they act to

promote the continuous growth in the absence of growth factors and are capable of transforming

normal cells into cancer cells. In contrast to above examples, in some cases the TFs failed to

regulate  correctly  (at  correct  time  and place)  results  in  an  inappropriate  gene  activity.  This

indicates that, as with other cellular processes, gene expression is subject to complex regulatory

mechanisms, the failure of which can be as devastating as the failure of the basic process

Computational Strategies for Enhancer Prediction 

Computational  search  algorithms  are  widely  used  to  identify  the  enhancers  regions  or  the

hotspots  areas  where  an  enhancer  or  their  associated  TFs  may  be  existing.  These  search
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algorithms either used experimental data to get a fine-tuned matching for  CRMs or based on

mathematical or statistical models to get a reasonable prediction. The most accurate strategy for

predicting  CRMs  varies  and  depends  upon the  question  of  interest.  For  instance,  among all

different types of prediction tools, which predictive tool stands high for identifying the CRMs?

Are  they  time-  efficient?  Are  there  any  false  positive  and  negative  results?  Did  they  use

experimental data or based on putative annotation? What is the limitation of the algorithms in

terms of predicting short vs. long enhancers or in other words what is the input size limitation of

the tool? For details, please refer to Su, J., Teichmann, S. A., & Down, T. A. [23]. The insilico

methods used for enhancers predictions are shown in  figure 8 are roughly classified into four

categories briefly described below.

1. Window clustering  involves  significant  clustering  of  high  densities  of  binding  sites

within a sequence window. 

2. Probabilistic  modelling consists  of  identifying  sequences  that  resemble  a  statistical

model of a binding site cluster more than a model of background DNA. 

3. Phylogenetic footprinting searches for high density regions of binding sites conserved

between closely related species. 

4. Discriminative modelling seeks to identify set of signals on regulatory regions that can

maximize the differences between regulatory regions and non-regulatory regions. Many

methods are hybrids of two or more strategies.

Window Clustering: The literal meaning of the word “clustering” is to “group together” based

on similar properties. The same approach is utilized to predict the CRMs in the genome based on

statistical  analyses.  The method uses high density TFBS and  groups them together  based on

statistical observation. These significant clusters are then the hotspot for finding the TFs.  The (i)
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MSCAN  [24]  (ii)  MCAST  [25]  and  (iii)  CisPlusFinder  [26]  tools  are  based  on  clustering

methods.  The  input  data  for  these  tools  consist  of  motif  library  against  single  genome  and

multiple sequences alignment respectively as shown in figure 9.

Probabilistic  Modelling:  This  computational  approach  utilizes  the  Hidden  Markov  Model

(HMM) to generate a set of  CRMs sequences which are based on a combination of a set  of

TFBS.  Common  tools  include  ClusterBuster  [27],  Stubb,  StubbMS  [26],  MoprhMS  [28],

CisModule [28], and MultiModule [29]. The difference between these tools is mentioned below

1) The  ClusterBuster,  Stubb,  and  CisModule  stands  on  Multiple  Sequences

Alignment (MSA)

2) StubbMS and Morphs MS are diverse in their first step of execution. StubbMs

provides fixed alignment by using Lagan [23]. On the other hand, MorphMS sums

up (using probability) all the possible alignments based on their binding sites.

3) CisModule  and  MultiModule  predict  CRMs in  a  single  step.  The  CisModule

follows Bayesian inference to find the binding sites and location of the  CRMs,

however,  the  Multimodule  uses  the  same  strategy  but  adds  the  comparative

genomic information to complete the analyses.

Some of the tools 

present in window clustering (CisPlusFinder) and Probabilistic Modelling (StubbMS, MorphMs

and  MultiModule)  also  follow  the  Phylogenetic  fingerprinting  methods  based  on  Multiple

sequence alignment approach [23]
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Discriminative Modelling:  In this method for instance HexDiff [26], the input consists of a

hexamer or set of nucleotides (6-mer) with high frequency and differentiate between CRMs and

non-CRMs.

Phylogenetic  Footprinting:  This  method  uses  phastCons  score  [27]  which  serves as

independent control and takes sequence conservation as an input. The phastCons score considers

the evolutionary distance between species which are followed  by the Hidden Markov Model.

Different  bioinformatics  tools  are  now available  which provide information  about  regulatory

elements as well as TFs binding sites and target genes of regulatory elements. A brief overview

of  different  bioinformatics  software  and  databases  are  available  in  table  4.  A brief  list  of

databases used for identifying Transcription Factors (TFs) and their binding sites are provided in

table 5.

Table 4:  Bioinformatics software and databases for predicting cis-regulatory modules in 

genome

Tools Principle Input Website

MSCAN

Window Clustering Single Genome

http://www.cisreg.ca/cgi-bin/mscan/

MSCAN

MCAST http://alternate.meme-suite.org

CisPlusFinder
http://jakob.genetik.uni-koeln.de/

bioinformatik/people/nora/nora.html

ClusterBuster

Phylogenetic 

footprinting

MSA

http://zlab.bu.edu/cluster-buster/

Stubb http://stubb.rockefeller.edu/

StubbMS http://stubb.rockefeller.edu/

MorphMS http://veda.cs.uiuc.edu/Morphalign/
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Motif Library

supplement/

CisModule
http://www.stat.ucla.edu/~zhou/

CisModule/

MultiModule
http://www.stat.ucla.edu/~zhou/

MultiModule/index.html

EEL Window Clustering http://www.cs.helsinki.fi/u/kpalin/EEL/

RP
Discriminative 

Modeling
CRM annotations

http://www.bx.psu.edu/projects/rp/

HexDiff
Discriminative 

Modeling
http://www.ics.uci.edu/~bobc/hexdiff.html

PhylCRM
Phylogenetic 

Footprinting
Single Genome

http://the_brain.bwh.harvard.edu/

PhylCRM/

EMMA

Phylogenetic 

Footprinting/ 

Probabilistic 

Modeling

Motif Library
https://www.bioinformatics.nl/cgi-bin/

emboss/emma

**For more details on these methods, please refer to Su, J., Teichmann, S. A., & Down, T. A. 

(2010).

With the availability of the microarray expression data analysis, several tools are published to

predict  CRMs in tissue and stage specific  manner  for example LRA [28],  Cluster  Scan [29]

Composite Module Analyst [30], Module Miner [31]. The methods which predict TFBs based on

user-defined dataset includes but not limited to Module Scanner [64], TargetExplorer [32], and

CisModScan [33]. These computer-based tools are unable to find out novel CRM instead of that

they look for the binding sites within a defined sequence.
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Table 5: Databases for identifying the Transcription Factors (TFs) and their binding sites

Database Acronym Principle
Model

Organism
Website

Transcription

factor

prediction

database

DBD

Database of predicted TFs in 

completely sequenced 

genomes. Superfamily, Pfams 

and Hidden Markov model 

libraries-based prediction

B. Subtilis

C. Elegans,

D. melanogaster

E. coli,

H. Sapiens,

M. Musculus

S. cerevisiae.

www.transcriptionf

actor.org

Transcription

factor 2 DNA
TF2DNA

Predict TFs binding motifs 

using experimental and 

theoretical data source

E. coli, C. 

Elegans,

D. melanogaster, 

M. Musculus, S. 

cerevisiae,

H. Sapiens,

http://

www.fiserlab.org/

tf2dna_db/

JASPAR
JASPAR

CORE

A curated, non-redundant set 

of profiles, derived from 

published and experimentally 

defined TF binding sites for 

eukaryotes

uses position weight matrices 

(PWM)

Eukaryotes 

Vertebrata, 

Nematoda, 

Insect, Plantae,

Fungi, 

Urochordata

http://

jaspar.genereg.net

Gene

Transcription

Regulation

Database

GTRD

Database of TFs identified by 

ChIP-seq experiments for 

human and mouse.

M. Musculus,

H. Sapiens.

http://

gtrd.biouml.org

TRANSFAC
TRANSF

AC

a database on TFs and their 

DNA binding sites

Eukaryotic

transcription

factors

http://

genexplain.com/

transfac/#section0

AnimalTFDB AnimalTF

DB

Annotations from the NCBI 

Entrez Gene and Ensembl 

Animal Genomes http://

bioinfo.life.hust.ed
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databases, including basic 

information, gene phenotypes, 

homologous genes, and Gene 

Ontology (GO) Classification 

of transcription cofactors; (iii) 

TF binding sites information; 

(iv) the GWAS phenotype 

related information of human 

TFs.

u.cn/AnimalTFDB/

Biochemical Techniques for Enhancer Prediction using Transgenic Animal Models

As mentioned earlier, the TFs are specific proteins that binds to the enhancer region and regulate

a gene activity. The DNA footprinting, Deletion mapping and Chromatin Immunoprecipitation

(ChIP-seq)  are  frequently  used techniques  in  laboratory  to  identify  the  location  and binding

occupancy of TFs on the enhancer regions in genome as shown in  figure 12. Although these

techniques stand on the same basic principle of identifying TFBS, steps used in these methods

are entirely different and are comparable. The overall principle and steps used in these strategies

are given below:

Deletion Mapping: TFBS Identification Techniques 

This technique takes the advantage of deleting various parts the promoter region of a gene and

measured the transcription activity. In this method, mutant gene (depending upon the deletion

results in either (i) increase in the transcription activity (ii) decrease in transcription activity or

(iii) in some cases no /little effect on the gene regulation. In general, a few nucleotide deletions

have little or no effect on the gene transcription, however if the deletion hit the regions which is

important for the binding of the TFs, then it will show subsequent decrease in the transcriptional

activity. On the other hand, if the deletion occurred in the region which is responsible for the
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repression of the gene activity, then it might result in increased gene transcription because the

repressor binding site is no longer available to inhibit the gene expression as shown in figure 13.

The different scenarios are listed below

i. If the deletion occur/falls in the regions which is important for TF binding (prevents

binding of TFs) to activate  transcription the level  will  decrease,  the transcriptions

(38%)

ii. Deletion of regions also might increase transcription in a case that  TF binds to a

region that inhibit transcriptions, but deletion of that inhibiting region will increase

transcription (114%)

iii. Deletion of other regions might have no or little effect [35]

DNA footprinting: TFBS Identification Techniques

DNA footprinting techniques benefit from the action of nuclease enzymes. The nuclease is the

class of enzymes that degrade DNA by breaking down the DNA phosphodiester bond.  Based on

this fact, if the DNA sequence is treated with nuclease such as DNase I, the free DNA will be

digested easily whereas the DNA that is bound to a protein, also known as protected DNA, will

remain intact. After digestion process, the bound protein is removed and the DNA sequences

specific for the TFs are identified (figure 14) [35]

Chromatin Immunoprecipitation by Sequencing (ChIP-seq)

Chromatin  Immunoprecipitation is  most  widely  used  technique  to  identify  the  genome-wide

location of TFs. The overall steps involve in this technique are (i) Isolation of cultured cells or a

particular tissue (ii) Cross-linking of DNA (iii) DNA sonication (iv) Immunoprecipitation using

antibody and (v) identification of DNA-protein bound sequences either by sequencing (ChIP-

seq) or DNA hybridization (ChIP-chip). The critical steps are the cross-linking of DNA within

the cell. Mostly, formaldehyde is used to cross-link the TFs to the DNA sites at which they are
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bound  in  the  living  cells.  After  that,  DNA is  sonicated  into  different  fragments.  The  DNA

fragmentation is  entirely depending upon the experiments needs, sequencing system, and the

basic  purpose  of  doing  the  ChIP-seq.  For  instance,  on  average  200-300  base  pair  (bp)  is

preferable  size  for  DNA  fragmentation  which  will  then  proceed  for  immunoprecipitation.

However, in some cases, it might be around 400-500 bp. 

The rule of thumb is to have a decent DNA fragment neither too short, nor too long. In both

cases, it will affect the results. The shorter DNA fragment can lose the TFBS, and longer DNA

fragment might give false positive results. A proactive approach is to check the DNA fragments

on  gel  to  get  a  clear  idea  of  the  size.  For  the  immunoprecipitation,  controls  (positive  and

negative) are crucial to get a successful result along with at least 2-3 biological replicates. After

that, based on the selective techniques i.e., ChIP-seq or ChIP-chip, further steps are carried out.

The former technique is followed by sequencing method (next generation sequencing) and later

apply DNA hybridization concept (DNA labeling with fluorophore or radiolabeled isotopes) to

identify the DNA sequences (figure 16) The sequencing data will be analyzed to find the peaks.

The peaks are the area with probability of TFs bound on the genome. For that, raw sequencing

reads are mapped on the reference genome (FASTQ file format; raw sequence data) and then the

reads are aligned to the genome by using alignment Softwares such as Bowtie2. The next step is

the peak detection (MACS software) and visualization via computational tools such as Integrated

Genome Viewer (IGV) visualization.  The selection of alignment software and visualization is

entirely depended upon the user (figure 17) [35] 

Conclusion and Future Directions

Recent advances accelerate the discovery of the CRMs, but many questions remain unanswered.

The understanding of the molecular mechanism that governs direct and indirect interactions of

TFs  to  dissect  the  genetic  role  of  TFs  is  still  under  investigation.  Although  computational
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methods are widely employed to predict potential candidates to save time and resources, the use

of experimentally verified data is still under way to get maximum confidence. Apart from that,

the bench-side scientist is paying more attention to produce high-quality, unbiased, reproducible

datasets which can increase the success of training datasets used for in silico CRMs prediction.

However, to gain a more complete picture of the role of these factors both in normal cellular

function and in disease processes, their function to promote or inhibit  gene transcription,  the

consequences of mutations in these  CRMs regions, and more specifically the functionality of

distal enhancers need to be examined. 

The  future  directions  may  be  emphasized  on  predicting  CRMs by  using  a  combinatorial

methodology of conserved intra and inter-specific motifs (evolutionary signatures), epigenetic

marks,  landscape  of  histone  modifications,  novel  and  new  experimental  techniques,  more

specific and sensitive bioinformatics tools to detangle the e mystery behind these CRMs and their

function in shaping gene expression level. 

Abbreviation 

ChIP-seq: Chromatin Immunoprecipitation sequencing 

CRMs: Cis-Regulatory Modules 

TFs: Transcription Factors 

TFBs: Transcription Factors Binding Sites
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Figure  1:  The  3C loop-formation  of  enhancer  to  activate/repress  a  gene.  In  first  case,  the

proximal enhancer is present near to the gene promoter site but there is no TFs attach to the

enhancer. In second case, three different TFs (circle, star, and triangle) binds to the enhancer

region but unable to activate the gene expression. In this scenario, the TFs are most likely the

repressor proteins which inhibit the gene expression. In third case, the TFs binds and results in a

loop-like formation which enables enhancer region to come into the proximity of the promoter

and RNA polymerase to activate the gene expression.

Figure 2: A simple schematic of the direct and indirect mode of action of a TF. (A) The direct

mode requires only a single TF to bind and regulate gene expression. (B) On the other hand, the
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indirect mode may have multiple TFs or a single TF with multiple binding sites with other co-

factors or TFs to regulate gene expression.

Figure 3: (A) shows the distance between each TFBs whereas (B) focuses on the orientation of 

TFBs. The vertical bar represents the binding affinity of each of the TF. The smaller vertical bar 

shows less binding affinity and vice versa.

Figure 4: Helix-loop-helix 
motif               

Figure 5:  Helix turn Helix 
Motif
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Figure 8:  The common strategies used in computational  search algorithm for identifying the

CRMs regions in genome.

Figure  6:   Zinc  finger
motif

Figure 7:  Leucine zipper motif 

469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511

512



Figure 11: Phylogenetic footprinting approach with the input data type and Software for 

enhancer predictions

Figure 9: Window Clustering for Enhancer 
prediction 

Figure 10: Different Softwares under the category of Probabilistic Modeling approach
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Figure 12: Biochemical methods to identify the Transcription Factor Binding sites and Enhancer

regions in genome

Figure 13: The deletion mapping technique apply to remove regions in gene of interest to see the

effect of these deleted regions on gene expression
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Figure 14: The DNA footprinting strategy to identify DNS-Protein binding sites.

Figure 16: The ChIP -sequence procedure for identifying the TFs binding sites on enhancer.
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Figure 17: The post ChIP-seq data analysis pipeline
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Supplementary Files 

Table 3: Mutations in the Enhancer Regions and their Effect on Organism Phenotype.

Mutations Phenotype defect Enhancer defect
Gene ID

(NCBI)
Chr

MIM

record

Insertion/

Deletion

Translocation

X-linked deafness type

3 (DFN3)

Multiple deletions 900 kb 

from POU3F4

5456
X 300039

Split-hand-split food 

malformation

(SHFM)

7q21.3 deletion affecting 

enhancer sequences within 

DYNC1I1

1780 7 603772

Autosomal dominant 

adult-onset 

demyelinating 

leukodystrophy

Deletion eliminating TAD, 

allowing for enhancer 

adoption of LMNB1
395342

4001

24

and 5

150340

Preaxial polydactyly

13 bp insertion in the zone 

of polarizing activity 

regulatory

sequence (ZRS) affecting 

sonic hedgehog (SHH) 

expression.

64327 7
605522

Aniridia Involves 

11p13,

Involves 11p13, 

downstream of PAX6
5080 11 607108

Pierre Robin sequence
1 Mb away from SOX9. 

Abrogates binding of MSX1

in vitro studies.

6662 17 608160

Split-hand syndrome

t (2; 7) (p25.1; q22), 

separates limb enhancers in 

DYNC1I1 from DLX5/6.

1780 7 603772

Inversion Limb syndactyly

Hand-foot-genital 

syndrome

Enhancer adoption by SHH 

induced by a 7q inversion. 6469 7 600725

Hand-foot-genital 

syndrome

syndrome Chromosome 7 

inversion causing a 

HOXA13 enhancer 

3209 7 142959

572

573



delocalization.

Duplication

Disorders of sex 

development (DSD)

16p13.3 duplication of 

GNG13 and SOX8 

enhancers. 600 kb upstream

of SOX9

51764

30812

    6662

13, 8

and 9

607298

605923

608160

Keratolytic Winter 

Erythema

Duplication of enhancer 

upstream of CTSB. 1508
8 116810

Haas-type 

polysyndactyly and 

Laurin-Sandrow 

syndrome

Microduplications in SHH 

limb enhancer ZRS 6469

64327
7

600725

605522

Point

Mutations

Holoproscencephaly
460 kb upstream of SHH 

resulting in loss of SHH 

brain enhancer-2 activity.

6469 7 600725

Van der Would 

syndrome

Mutation in IRF6 enhancer,

abrogating p63 and E47 
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